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Abstract: Significant progress has made in pattern recognition technology. However, one obstacle that has not yet 
overcome is the recognition of words in the Brahmi script, specifically the recognition of characters, compound characters, 
and word because of complex structure. For this kind of complex pattern recognition problem, it is always difficult to 
decide which feature extraction and classifier would be the best choice. Moreover, it is also true that different feature 
extraction and classifiers offer complementary information about the patterns to be classified. Therefore, combining 
feature extraction and classifiers, in an intelligent way, can be beneficial compared to using any single feature extraction. 
This study proposed the combination of HOG +zonal density with SVM to recognize the Brahmi words. Keeping these facts 
in mind, in this paper, information provided by structural and statistical based features are combined using SVM classifier 
for script recognition (word-level) purpose from the Brahmi words images. Brahmi word dataset contains 6,475 and 536 
images of Brahmi words of 170 classes for the training and testing, respectively, and the database is made freely available. 
The word samples from the mentioned database are classified based on the confidence scores provided by support vector 
machine (SVM) classifier while HOG and zonal density use to extract the features of Brahmi words. Maximum accuracy 
suggested by system is 95.17% which is better than previously suggested studies.  

 

1. Introduction 

Various type of issues have been solved by using 

machine learning [1] and a recent problem in pattern 

recognition is automatic word recognition, which can be 

solved by an optical character recognition (OCR) system. 

OCR system can help to automatically able to convert the 

several kinds of documents like scanned papers, digital 

pictures took into editable and searchable data [2]. Various 

works already completed related to English and Roman 

script recognition compare to South and Central Asian 

scripts because South and Central Asian scripts are more 

cursive compare to English and Roman script [3]. 

Recognition of South and Central Asian scripts become 

extra challenging task when study is focused on ancient 

scripts recognition because of the significant variations in 

the structure of the characters, lack of resources, controversy 

statements, etc. 

Brahmi script belongs to one of the ancient writing 

scripts applied in South, Southeast, and East Asia. A study 

identified 198 different current scripts example: Devanagari, 

Bangla, Gurmukhi, Gujarati, Oriya, etc. which originated 

from the Brahmi script [4]. So, it can say that the Brahmi 

script has a wealthy background. 

In the work of Brahmi scripts recognition, the 

suitable features of the Brahmi scripts were extracted and 

after that, the extracted features were classified by using the 

suitable classifier.  For instance, geometric features [4], 

zoning method [5, 6] was applied to obtain the features of 

the Brahmi scripts and extracted features were classified by 

some set of rules [4], template matching [5] and Artificial 

Neural Network (ANN) [6]. 

Some works have been found out to recognize the 

Brahmi script, but the performance of the existing system 

can be increased because exist works did not focus on 

finding out the best feature extraction techniques and 

classifier for achieving the highest accuracy. Whereas, the 

correct feature extraction and classifier is significant to 

increase the recognition rate of any recognition system [7]. 

The accuracy of the recognition system is changed while the 

different feature extraction methods are applied because the 

suitable feature extraction technique depends on the feature 

of the script. It also can see that one feature extraction 

method does not receive the same accuracy of two different 

script recognition.  

Thus, the accuracy of the Brahmi word recognition 

system can be increased by the feature extraction methods 

and classifiers. So, the focus point of this study, to focused 

on the recognition rate of various feature extraction 

techniques and classifiers to recognize the Brahmi words to 

discover the best combination of feature extraction and 

classifier for Brahmi word recognition system. 

Characteristic and properties of the Brahmi script is 

explained in section II. Details of the earlier methods and 

frameworks related to this study are presented in part III. 

details of the Brahmi word dataset are discussed in section 

IV and the entire recognition process of Brahmi word 

recognition is mentioned in section V. Results and 

comparison with previous systems are delivered in part VI 

and finally concluding remarks is mentioned in chapter VII. 

2. Brahmi Script 

Brahmi script is an ancient script and the period of 

Brahmi script was 3rd BCE to 6th centuries (CE) [4]. This 

script was used to write various religious books (Buddhist 

and Jainism). At one time, Brahmi script was referred as the 

"pin-man" script that is "stick figure" script in English. In 

other words, Brahmi characters have geometric features 

like lines, curves, corners, and dots [4] and these features 
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can help to recognize the Brahmi script from the various 

scripts (figure 1). 

 

2.1. Properties of Brahmi script 
 

2.1.1 Compound character are the modified characters in 

shape, which is the combination of consonant and vowel. 

The modifications in shape can see on the left, right, top, or 

bottom of the consonant, it depends on the vowel [8]. Some 

time, two vowels follow a consonant and become a new 

character that called complex compound characters. Both 

properties follow by Brahmi script like Devanagari script, 

Bangla script.  

2.1.2 Brahmi script has 368 total numbers of characters 

including the number of consonants are 33, vowels are 10, 

and the rest (325) are compound characters [9].  

 2.1.3 Left side to right follow to write text in Brahmi script.  

 
2.2. Characteristic 

 
Brahmi consonants are followed by different vowels 

to make compound characters. The features are added in the 

consonants to create compound characters called “Matra”. 

Mostly, these “Matra” can be seen on the outer edge of the 

consonants (but not always because it also depends on the 

shape of the consonants) or using a dot feature (.) that is 

added after the consonant. The first character is the 

consonant, and the rest are the compound characters. Nine 

types of features (“Marta”) are used to make compound 

characters.  

 

  

Figure 1: Character and vowels of Brahmi script [10] 

3. Literature Review 

Of the previous works that have developed Brahmi 

script recognition systems, only a few focused on Brahmi 

character recognition and even fewer reported working on 

Brahmi word recognition. The history of Brahmi script 

recognition can be traced back to 1983. In this year, 

Siromoney, et al. [9] developed a system to recognize all 

Brahmi characters, including all 368 standard vowels, 

consonants, and compound characters. Their work, however, 

ignored all complex compound characters. A coded run 

method was used for the recognition of machine-printed 

characters of the Brahmi script, with each Brahmi character 

manually changed into a rectangular binary array. However, 

the proposed method was a general method, so it can be 

applied to recognize other scripts. Soumya and Kumar [11] 

focused on recognizing the ancient script in the time of King 

Ashoka (Brahmi script) using Gabor features and zone-

based feature extraction methods to extract the features of 

these characters and ANN for the classification of the 

extracted features. The accuracy of this system was 80.2%. 

Next, Vellingiriraj, et al. [6] focused on developing a 

Brahmi word recognition system in which they used zonal 

density to extract the features and ANN to classify the 

extracted features. Three types of samples: vowels, 

consonants, and consonantal vowels (compound characters), 

were used to measure the performance of the system, 

achieving accuracies of 93.45%, 93.45%, and 90.24%, 

respectively. Apart from Brahmi word recognition, in 2016, 

Gautam, et al. [5] focused on Brahmi character recognition. 

The zone method was used to extract the features of the 

Brahmi characters, and the template matching method 

(coefficient correlation) was used for the classification of all 

extracted features, achieving an accuracy of 88.83%. 

However, this method could not recognize non-connected 

characters. Another work also developed a system to 

recognize Brahmi characters [4], focusing on the geometric 

elements in each zone (corner point, bifurcation point, 

ending point) and the geometric features (corner point, 

bifurcation point, ending point, intersect point, circle, and 

semi-circle) to extract the features. In addition, some sets of 

rules were created for the classification of all these features, 

yielding a final accuracy of 94.10%. Existing Brahmi word 

recognition systems have performed well; however, their 

performance can also be increased. In the recently, Gautam, 

et al. [12] used DCNN to recognize the Brahmi words and 

achieved 92.47% accuracy, which is very good.  

Apart from that, recently, few works also can see on 

Brahmi script such as Brahmi script to Pali language 

translation [10], Brahmi word segmentation [13]. All these 

studies completed on local Brahmi dataset. Thus, Gautam, et 

al. [14] published standard dataset for Brahmi character and 

word recognition. Therefore, the literature review also 

focused on finding a methodology to further improve the 

accuracy of existing Brahmi word recognition systems.  

Feature extraction and classification are the most 

important steps of OCR, which have shown excellent 

performance in recognising various scripts such as Bangla 

script, Devanagari script, Kannada script, Telugu script, 

Tamil script, Malayalam script, Gurumukhi script, Gujarati 

script, and Sinhala script. The literature reviewed in this 

study focused on the feature extraction methods and 

classifiers based on the performance of the character, words, 

and text recognition of all scripts under the Abugida world 

writing system to which these scripts and the Brahmi script 

belong. 

Some studies also focused on Bangla compound 

character and word recognition. For example, zone, and 

row-wise longest-run with SVM (RBF) [15] were used for 

the feature extraction of Bangla compound characters, 

achieving 72.87% accuracy. Structural decomposition was 

also used to recognise Bangla compound characters, gaining 

96.17% accuracy, while template matching was used to 

classify the features [16]. When compound characters are 

combined in a meaningful manner, a word is created. a 

study used HMM to recognise Bangla words and reached 

85.49% efficiency [17]. Bhowmik, et al. [18] applied the 

elliptical feature extraction method and various classifiers 

like the Naïve Bayes, Bagging, Dagging, SVM, MLP, to 
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evaluate the performance of the classifiers, achieving 

accuracies of 74.41%, 60.00%, 69.41%, 77.35%, and 

77.94%, respectively. Therefore, it can be concluded that 

SVM and ANN performed better in recognising Bangla 

words compared to the other classifiers. HOG for feature 

extraction and ANN for the classification of the extracted 

features were used to recognise Bangla words in one study, 

which achieved an accuracy of 87.35% [19].  

Some studies focused on the comparison of feature 

extraction techniques and classifiers to recognise 

Devanagari characters. For example, In contrast, the 

accuracy of ANN was found to be 97.15%, and SVM 

returned a 95.64% accuracy with the Histogram Oriented 

Gradient (HOG) used for extracting the features of Marathi 

characters (Devanagari characters) [20]. ANN and SVM 

were also used to classify the characters of Hindi characters 

(Devanagari characters), where ANN achieved 92% 

accuracy and SVM obtained 90% accuracy [21], so ANN 

performed better than SVM in the study. SVM, ensemble 

subspace discriminant, k-NN, Weighted k-NN, and bagged 

tree classifiers were used to classify the features of Hindi 

characters (Devanagari characters), with HOG as the 

classifier and the projection profile, achieving an accuracy 

of 96.6%, 94.7%, 93%, 93.1%, and 93.2%, respectively, 

indicating that SVM performed better than the other 

classifiers [22]. Chandure and Inamdar [23] focused on the 

comparison of KNN, ANN, and SVM and obtained an 

accuracy of 87.5%, 70%, and 87.5%, respectively in 

classifying the features of Devanagari characters extracted 

using the chain code method [23]. Therefore, it can be seen 

that SVM performed well compared to ANN and reached 

the highest accuracy in recognising the Devanagari 

characters. Similarly, Ansari and Sutar [24] compared the 

performance of SVM, KNN, and ANN to recognise 

Devanagari characters, which were extracted using 

geometric features, regional features, gradient features, and 

distance transforms features. The ANN obtained an 

accuracy of 91.3% whereas SVM and KNN obtained 86.34% 

and 79.1% accuracy, respectively. Hence, ANN had a higher 

recognition rate compared to SVM and KNN. 

In recent times, a few studies have focused on 

recognising the Telugu script. For example, binarization and 

zone with the nearest neighbourhood [25], glyph, the zone 

with a hierarchical classification system [26] and Mojette 

transform, together with PCA with ANN [27] were used to 

recognise Telugu characters, achieving 78%, 88.15%, and 

98.10% accuracy, respectively. Sastry, et al. [25] applied the 

zoning method and 2D FFT feature extraction method to 

assess the performance of a Telugu character recognition 

system with the nearest neighbour classification, obtaining 

78% and 65% accuracy, respectively. Hence, the zoning 

method performed better than the 2D FFT method. 

Based on the literature on Telugu script recognition, 

PCA performed best in extracting the features while ANN 

proved to be the best classifier.  

Discrete cosine transform and ANN [28], HOG and 

SVM [29], and binary image, zoning method, and template 

matching [30] were used for the recognition of Kannada 

numerals, achieving an accuracy of 90%, 95%, and 98%, 

respectively. The feature of the Kannada characters was 

extracted via the structural elements as horizontal line, 

vertical line, left curve, right curve, upward curve, and the 

downward curve in each zone [31], chain code with SVM 

[32], achieving an accuracy of 85.43%, 87.24% respectively.  

Structural features (speeded up robust features, 

curvature feature, diagonal feature) with ANN and SVM 

together [33], HMM [34], structural characteristics (zoning 

method, diagonal zone, horizontal zone, vertical zone) with 

ANN [35], and structural features (corner, edge, Boundary) 

with SVM [36] were used to recognise Malayalam 

characters, achieving 81.10%, 81.38%, 93.20%, and 95.60% 

recognition rates, respectively. 

Therefore, structural elements were the best feature 

extraction method for Malayalam character recognition. 

Further to this, Varghese, et al. [37] suggested a theory-

based method based on structural elements (corner, ending, 

bifurcation, loop features) and introduced some sets of rules 

to recognise Malayalam characters. However, the study 

imposed 19 conditions before this method could be applied 

for Malayalam character recognition. Similarly, Raveena, et 

al. [38] also suggested a theory related to structural elements 

(length of character in horizontal and vertical, number of 

endpoints, number of intersections in horizontal & vertical, 

number of loops, direction) for feature extraction and SVM 

for the classification of Malayalam characters. Chacko and 

Dhanya [39] applied zoning density, projection profile, 

chain code features, and HOG for feature extraction and 

compared the performance of all feature extraction methods, 

with ANN as the classifier. The accuracy achieved using 

zoning density, projection profile, chain code features, and 

HOG was 84.6%, 88.07%, 78.8%, and 94.23%, respectively, 

indicating that HOG recorded the highest accuracy. 

Similarly, zoning density, background directional 

distribution, profiles, HOG features with SVM was used for 

recognition of Gurumukhi characters and achieved 97.25%, 

accuracy [40]. 

In 2017, zoning features, raster diagonal features, 

horizontal peak extent features, and the combination of all 

three feature extraction methods (zoning features, diagonal 

features, horizontal peak extent features) were applied to 

assess the performance of Gurumukhi character recognition, 

achieving an accuracy of 92.08%, 91.63%, 81.34%, and 

87.34%, respectively, indicating that the zoning method was 

the best feature extraction method. A study compared the 

accuracy of chain code and geometric method for the feature 

extraction of Gujarati characters and obtained 87.29% and 

96.65% accuracy, respectively, with SVM used for the 

classification of the extracted features [41]. Mahto, et al. [42] 

also compared the performance of SVM and KNN and 

found that SVM performed better than KNN with an 

accuracy of 98.06% versus 92.80%. 

The density of each zone [43] geometric features 

(connected and disconnected components, endpoint, closed 

loop) [44], and other geometric features (endpoint, joints, 

lines, left curves, right curves, circles) [45] as feature 

extraction methods were applied to extract the features of 

Gujarati characters, achieving accuracies of 86.66%, 

88.78%, and 95%, respectively, showing that geometric 

features were the best feature extraction method to achieve a 

high recognition rate.  

Sharma, et al. [46] compared some classifiers such as 

Naive Bayes and ANN in classifying the features of Gujarati 

numerals, extracted via the zoning method. The study 

obtained 85.60% and 95.92% accuracy for Naive Bayes and 

ANN, respectively, indicating that ANN is better than KNN 
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in recognising the Gujarati numerals [46]. Apart from the 

recognition of numbers and characters in the Gujarati script, 

Solanki and Bhatt [47] applied PCA and ANN together to 

achieve a 93.25% accuracy in recognising Gujarati words. 

Only a few studies have attempted to build a 

recognition system for Sinhala script because the structure 

of Sinhala characters is quite complex and is a tough task to 

recognise [48]. In recent times, Silva, et al. [48] used 

contour tracing to extract the features of Sinhala characters 

and achieved 53% accuracy. The zoning method [49], 

geometry, zoning, and structural elements [50] were used to 

extract the features of Sinhala characters, while ANN was 

used for the classification of the extracted features, 

achieving 71.7%, and 82.1% accuracy, respectively. 

Therefore, it can be surmised that the combination of 

geometry, zoning, and structural features was the best 

method for extracting features of Sinhalese script. 

Similar to the Sinhala script recognition, only a few 

studies were completed in the area of Odia character 

recognition. The HOG method performed well in 

recognising various scripts, and similarly, the HOG method 

was used with SVM to recognise Odia characters, reaching 

97.2% accuracy [51]. Distance-based features, centroid 

features, shadow features with Euclidean distance [52], and 

local binary pattern with KNN [53] were used to recognise 

Odia characters, achieving 87.6%, and 96.5% accuracy, 

respectively. Therefore, HOG and SVM were the best 

feature extraction method and classifier for recognising Odia 

characters.  

In conclusion, various feature extraction methods 

such as PCA, HOG, geometric features, zoning method, 

zonal density, chain code, projection profile, Gabor features 

were found to perform well in recognising various scripts 

whereas SVM and ANN achieved the highest accuracy. 

Hence, this study focused on checking the performance of 

various feature extraction methods and evaluating the 

performance of the ANN and SVM classifiers in recognition 

of the features of Brahmi words  

4. Dataset 

Standard Brahmi dataset is available for Brahmi 

characters, Brahmi words recognition [14]. Brahmi dataset 

is the combination of the various types of samples of 

characters. In the dataset, 170 classes of a total number of 

characters where 27 varieties of consonants, 4 types of 

vowels, and rest (139) belongs to compound characters. As 

the knowledge, Brahmi script has 368 types of characters [4] 

but could not find all kind of characters because of the lack 

of resources. The database consists of printed Brahmi words 

composed of 6,475 images of 170 classes for the training 

and 536isolated characters of 170 classes for the testing. 

This dataset also has 55 samples of Brahmi text (which are 

not isolated) to check the performance of segmentation 

methods in the future. 

5. Methodology 

The recognition of a character image undergoes 

segmentation (line and character detection), pre-processing 

(grayscale, binarization, and size normalisation), feature 

extraction, and classification under the OCR system. 

However, all characters have already been isolated from the 

Brahmi word dataset, so the segmentation method is not 

required in this case. Feature extraction and classification 

are the decision-making steps in supervised learning. The 

steps of Brahmi word recognition under supervised learning 

are input, pre-processing, feature extraction, classification, 

and output. The Brahmi dataset was used to evaluate the 

performance of the Brahmi word recognition system. 

 

5.1. Input image 
 

Input is the first phase of image processing or pattern 

recognition tasks. In this study, the image of Brahmi words 

in JPG format was obtained and treated as the dataset in the 

first step. The size and resolution of the pictures were not 

fixed, so a pre-processing step was applied to enhance the 

quality of the samples and to convert it into useful content.  

 

5.2. Pre-processing 
 

Pre-processing is an essential step for enhancing the 

visibility and readability of input. The pre-processing steps 

employed by this study are thresholding and size 

normalisation (resizing), further elaborated below. 

 

4.2.1 Binarization: Grayscale image can be converted into 

binary image by Binarization (thresholding). The main 

motive of thresholding techniques is to enhance the 

visibility of edge, in which case, the shape of the region is 

more important compare to the intensities of pixels. Two 

approaches: global threshold, local threshold can use under 

binarization. A single threshold value is used for the whole 

image according to the background of the image in the 

global threshold. Hence, this method is useful if background 

of the image is simples and uniform. Although, various 

values threshold for each pixel is chosen based on the data 

of local area in local threshold. Usually, this approach is 

used for real-life documents because, sometimes, these 

documents are designed deliberately with stylistic, colourful, 

and complex backgrounds.  

The background of all images in the Brahmi dataset was 

white and therefore not complicated. Hence, a Global 

threshold approach was used to perform the thresholding 

process in this study. 

 

4.2.2 Size normalization (resizing): Normalisation was 

applied to obtain all characters of uniform size. The 

characters varied in size, so their size should be made 

uniform to enable comparison. For example, the input of 

ANN and SVM should be in vector form of a fixed size. 

Normalisation should reduce or increase the original size of 

the image without changing the structure of the image.  

The performance of each feature extraction can 

change according to the size of the samples. Therefore, the 

size of the chain code, the Gabor filter, the geometric feature, 

the HOG, the PCA, the projection profile, the zonal 

geometric feature extraction, and the zonal density feature 

extraction in this study was set to 32 × 32, 40 × 48, 100 × 80, 

32 × 32, 32 × 32, 100 × 80, 100 × 80, and 36 × 27 pixels, 

respectively 

 

5.3. Feature extraction 
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A useful feature of the character will increase the 

accuracy of character recognition. Humans also use features 

to identify a character. The features that humans use to 

identify characters can be similar or dissimilar to the 

features that machines use to identify characters. For 

example, shape -based features of a character can be an 

identifier of the character for both humans and machine. 

However, the transform-based approach helps only 

machines to identify a character because this approach 

converts images into signals to complete the recognition 

process. This signal cannot be seen by humans, so this 

approach is only useful for machines. Few characters can 

have similar structure features so, classifier can be confused 

to differentiate these types of characters. Thus, transform-

based features can be more useful to identify those 

characters whose are similar in shape.  

More details of selected feature extraction techniques 

by literature review are discussed below. 

 

4.3.1 Chain code: The chain code method has shown 

effective performance in representing the shape of different 

objects. The two most popular types of chain coding are 4- 

and 8- directional chain codes. The value of the chain code 

defines 0-3, or 0-7 according to the grid whether it is 4-

connected or the 8-connected.  

This study focuses on the Freeman chain [54] under 

the 8-directional chain code method.  

The chain codes take a path of the outer edge of a 

character in a clockwise direction in which each corner is 

allocated a shape with the direction code (0-7) indicating the 

direction of the next corner. The same processes are applied 

until the last point of the path no longer touches a starting 

point of the way.  

 

4.3.2 Gabor filter: The Gabor filter (GF) can be used to 

model cells in the visual cortex of mammals and is capable 

of detecting strokes of particular orientation even those of 

short length. Spatial and spatial-frequency domains are used 

to achieve the joint optimal resolution of GF. 

The feature extraction algorithm is outlined below: 

1. Ix (m,n), the given input image, is read 

2. The Gabor filter bank is applied on Ix (m,n) 

3. Output of the previous step and Even Symmetric Filter 

are combined. 

4. By using the output of the convolution of Ix  (m,n), 

standard deviation is computed 

In conclusion, 30 (5 frequency × 6 orientations) values are 

used to create the feature vector which are further used to 

recognize the characters. 

 

4.3.3 Geometric feature: The geometric method is a high-

level feature, which is partially inspired by the way humans 

process patterns. Instead of merely describing an image 

using individual pixels or their statistical groupings, the 

general shape of an object is used as a feature. For example, 

the number of loops, junctions, crossings, and the endpoint 

is used to classify patterns [4]. 

This study focused on six geometric features: the 

number of endpoints, the number of bifurcation points, the 

number of corner points, the number of intersecting points, 

the number of circles, and the number of semi-circles. This 

is because these geometric features have been proven to 

perform well in recognising Brahmi characters [4]. 

The number of geometric features stored in a vector 

is called a feature vector of the character, which is shown by 

fn  (Equation 5.6). This procedure is sequentially repeated 

for all characters.  

Fn = [E, B, C, I, CR, SCR]      (1) 

Where f denotes the feature vector of the character 

and n is the number of characters. Meanwhile, 

E, B, C, I, CR, and SCR denote the number of endpoints, the 

bifurcation points, the corner points, the intersecting points, 

the circles, and the semi-circles, respectively. The 

combination of all values of the features yields a feature 

vector ( fn) . All feature vectors of all characters were 

combined to create a set, which is used for classification. 
 

4.3.4 Histograms of Oriented Gradients (HOG): The 

Histograms of Oriented Gradients (HOG) is a feature 

descriptor that is computed by counting the occurrences of 

gradient orientations in localised parts of an image. To 

calculate these features, the image was divided into cells 

where the histograms of gradient directions from each of 

these cells. 
To compute the HOG, first, the image was resized to 

32 × 32 pixels. Then, the character was divided into 8 × 8 

blocks. These blocks are called cells. A square sliding 

window of 2 × 2 was considered with a 50% overlap. A cell 

was taken and the magnitude at each point of that cell 

calculated. According to HOG, nine ‘bins’ (10, 30, 50, 70, 

90, 110, 130, 150, and 170) have to be defined. Therefore, 

the calculation for feature values will be (total number of 

blocks) × (4 × number of bins). Here, the total number of 

blocks was 7 × 7 because of the 2 x 2 sliding windows and 

the 50% overlap.  

The feature values by the HOG of a character 7 × 7 × 

4 × 9 = 1,764. These values are put in a sequence called the 

feature vector. The same processes were applied to extract 

the HOG features of all characters to create a set. This set 

was then used to classify the characters. 

 

4.3.5 Projection profile: The projection profile is an active 

and popular method for text pre-processing used for a word 

or character segmentation as well as the determination of the 

orientation of the scanned text. 
Projection profile depend on the black pixels of each 

rows and column of a character and it is valuable to 

recognize the various characters [22]. 

This study focused on the vertical and horizontal 

profile by including the pixels that were vertical and 

horizontal, which, together, formed a one-eighty dimension 

feature vector ( fn ), with 80 pixels belonging to the 

horizontal pattern and 100 pixels belonging to the vertical 

profile. Equation 5.8 shows the calculation of the dimension 

feature vector: 

fn = [Ph, Pv]                            (2) 

Where f denotes the feature vector of the character 

and n is the number of characters while Ph and Pv denote the 

horizontal profile and vertical profile of the character, 

respectively (Equation 2). The combination of all values of 

features will result in a feature vector ( fn) . All feature 

vectors of all characters were combined to create a set that 

was later used for classification. 
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4.3.5 Principal component analysis (PCA): PCA is 

based on the dimensional reduction technique which focus 

to low dimensional space from the high dimensional space. 

The steps to compute the PCA in this study included taking 

a character, calculate the pixel value of character and mean 

value of the character, subtracting both values, and storing 

the values in a newly matrix. Later on, the covariance matrix 

of the new matrix was computed, and the eigenvectors and 

eigenvalues of that covariance matrix calculated. Once the 

eigenvectors were derived from the covariance matrix, the 

next step was to adjust all eigenvalues values into maximum 

to minimum to become a vector called the feature vector. If 

there are n dimensions of the data, the feature vector will 

take the form shown by Equation 3: 

Feature vector =  [eig1, eig2, … … … eign]     (3) 

Where, eign  is the eigenvalue of the nth row. All 

feature vectors of all characters were combined to create a 

set that was then used for classification. 

 

4.3.7 Zonal geometric feature extraction method: The 

zonal density feature extraction method is a hybrid method 

combining zone feature extraction and geometric feature 

extraction. In this method, first of all, each character is 

divided into zones, and then the geometric features will 

extract the features from each zone. This study focuses on 

three geometric features: the number of endpoints, the 

number of bifurcation points, and the number of corner 

points because these features have performed well in 

recognising Brahmi characters in the past [4]. 

The character size in this method was 100 × 80, 

which was divided into 5 × 5 zones, and the size of each 

zone was 20 × 16. Hence, 25 types of features were used to 

recognise the Brahmi words in this study.  

The number of geometric features of each zone 

stored in a vector is called a feature vector of the character, 

as shown by fn (Equation 4). This procedure is sequentially 

repeated for all characters.  

fn = [Ez1, Bz1, Cz1 … … … Ez25, Bz25, Cz25]     (4) 

Where f denotes the feature vector of the character 

and n is the number of characters. Meanwhile, Ez1 denotes 

the end point, Bz1  shows the bifurcation point, and Cz1 

represents the corner point of the first zone. Similarly, a 

total of 75 features were calculated from the twenty-five 

different zones of a character. The combination of all values 

of features yielded the feature vector  (fn) . All feature 

vectors of all characters were combined to create a set, 

where the set was later used for classification. 

 

4.3.8 Zonal density feature extraction method: The 

zonal density technique is a combination of zoning method 

and density feature extraction. According to this approach, 

firstly, the image of a character divide into several zones, 

furthermore, zonal density (X) follow to calculate the 

density of each zone.  

X =
Number of foreground pixels of each zone

Total number of pixels in each zone
   (5) 

The character size for this method was 36 × 27 pixels, 

divided into 9 × 9 zones, with the size of each zone being 4 

× 3. So, 81 types of features were used to recognise the 

Brahmi words in this study.  

The density value of each zone stored in a vector is 

called a feature vector of the character, as shown by fn 

(Equation 6). This procedure was sequentially repeated for 

all characters.  

fn = [dz1, dz2, dz3 … … … dz80, dz81]  (6) 

Where f denotes the feature vector of the character 

and n is the number of characters. Meanwhile, dz1 denotes 

the density of the first zone. Similarly, a total of 81 features 

were calculated from the 81 different zones. The 

combination of all values of features yielded a feature vector 

(fn). All feature vectors of all characters were combined to 

create a set, which was later used for classification. 

 

5.4. Classification 
 

A classifier takes the extracted features, which 

obtained by various methods, and use to take the final 

decision of the whole recognition system. The classifier 

helps to recognize the input characters and the output of the 

class to which the characters belong.  

According to the literature of this study, ANN and 

SVM has performed well to identify the various scripts. So, 

this study was used ANN and SVM to classify all features. 

 
4.4.1 Artificial neural network (ANN): ANN model is 

inspired by biological neural networks and several types of 

theories are linked to the working process of biological 

neural networks, but the main characteristics were 

determined and implemented for artificial networks.  

In this study, a feed-forward back-propagation neural 

network with two hidden layers was took to run the 

classifier. The hidden layers used a log-sigmoid activation 

function, and the output layer was based on a competitive 

layer, as one of the characters had to be recognized. The 

number of input neurons was determined by the length of 

the feature vector Xm. The neural network was then chosen 

and presented. The parameters of the neural network are 

mentioned in Table 1: 

For this experiment, 170 classes of characters and 25 

samples of each class were developed. Therefore, complete 

5,025 responses were considered for training the system. 

After that, the features were extracted from all sample 

characters called feature vectors. The size of a feature vector 

is 1 × N (different feature extraction methods have different 

dimensions), so the size of the whole input sample was 5025 

× N for the training phase. In creating a neural network, a 

target vector is required to provide input data as well as 

output data in the form of a vector. The size of the target 

vector was 1 × 5025 in this study. The values of the target 

vector started from one (1) to 170. 

 

Table 1: Network training parameters 

Parameter Value 

Input nodes N 

Number of hidden layers 2 

Hidden nodes 85, 85 

Training algorithm LM 

Perform function MSE 

Training goal achieved 0.01 

Training epochs 100 

Validation checks 10 
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Learning rate 0.1 

 
4.4.2 Support vector machine (SVM): SVM is a 

statistical method that has shown extraordinary performance 

in character recognition [15]. A set of input data and target 

set (predict) use for each provided input by standard SVM. 

Basic SVM is useful for the isolate the linearly dataset and it 

also be able to apply on non-linear datasets by using by 

indirectly mapping. The nonlinear inputs into a linear 

feature space where the maximum margin decision function 

is approximated. Kernel function is valuable to complete the 

mapping process. SVM has various types of kernels that can 

overcome the problem of non-linear data; these kernels have 

shown excellent performance as well so, various types of 

kernels are also used to evaluate the performance and reach 

the highest performance of the SVM classifiers. Apart from 

the kernels, training set and target vectors are also 

compulsory when using SVM for the classification. 

To create a training set, the size of a feature vector 

was set to N × 1 (different feature extraction methods have 

different dimensions). Therefore, the size of the whole input 

sample was N × 5025 for the training set. For classifying by 

the SVM, a target vector is required to provide input data as 

well as output data in the form of a vector. The size of the 

target vector was set to 5025 × 1 in this study. The values of 

the target vector started from 1 to 170. 

6. Result 

6.1. Performance evaluation 
 

The description of the performance is divided into 

two parts. The achieved accuracy of ANN is discussed 

followed by the performance of SVM with the feature 

extraction methods chain code, Gabor filter, geometric 

method, histograms of oriented gradients (HOG), Principal 

Component Analysis (PCA), projection profile, zonal 

geometric feature extraction method, and zonal density 

feature extraction). 

Accuracy of this algorithm was estimated in 

accordance with the given expression: If out of Y characters, 

X is recognized correctly, then accuracy of the algorithm is: 

X/Y × 100%. 

Using ANN as the classifier for Brahmi words, the 

accuracy of chain code, Gabor filter, geometric features, 

PCA, projection profile, zonal geometric elements, HOG 

and zonal density features was 46.27%, 23.76%, 26.18%, 

12.26%, 20.59%, 45.76%, 77.26%, and 68.69%, 

respectively.  

Using SVM as the classifier for Brahmi words, the 

accuracy of chain code, Gabor filter, geometric features, 

PCA, projection profile, zonal geometric elements, HOG 

and zonal density features was 73.84%, 77.41%, 46.12%, 

32.34%, 83.29%, 81.88%, 94.35% and 92.82%, respectively. 

Therefore, Gabor filter, geometric features, PCA, 

projection profile, and zonal geometric elements did not 

perform well with ANN as the classifier for all extracted 

features. Compared to these feature extraction methods, the 

performance of HOG and zonal density features was better 

and achieved better accuracies. Similarly, the accuracies of 

Gabor filter, geometric features, PCA, projection profile, 

and zonal geometric features did not yield good results with 

SVM as the classifier for all extracted features. However, 

the accuracy was increased when HOG and zonal density 

were used to extract the features of the Brahmi words, and 

SVM was used to classify the extracted features. Hence, 

HOG and zonal density features were the best feature 

extraction methods. Similarly, SVM was a better classifier 

than ANN.   

Values of the HOG, zones of each character and size 

of the zone are important factor for Brahmi word 

recognition to increase the accuracy because values of the 

HOG can help to achieve highest performance of the HOG 

method, and zones of each character and size of the zone is 

valuable to reach maximum performance of zoning method. 

Value of the number of blocks can be changed 4 × 4, 

8 × 8, 12 × 12, 16 × 16, 20 × 20. The feature values by the 

HOG of a character 3× 3 × 4 × 9 = 324. These values are put 

in a sequence called the feature vector. Achieved accuracy 

of this parameter was 64.39% and 86.24% to used ANN, 

SVM respectively for the classification. The feature values 

by the HOG of a character 11× 11 × 4 × 9 = 4,356. These 

values are put in a sequence called the feature vector. 

Achieved accuracy of this parameter was 69.71% and 88.61% 

to used ANN, SVM respectively for the classification. The 

feature values by the HOG of a character 15× 15 × 4 × 9 = 

8,100. These values are put in a sequence called the feature 

vector. Achieved accuracy of this parameter was 66.39% 

and 87.83% to used ANN, SVM respectively for the 

classification. The feature values by the HOG of a character 

19× 19 × 4 × 9 = 12,996. These values are put in a sequence 

called the feature vector. Achieved accuracy of this 

parameter was 51.39% and 68.45% to used ANN, SVM 

respectively for the classification. As can see that the 

performance of the system is decreased compare to previous 

performance of HOG so, the analysis of HOG stopped here. 
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46.12

Geometric
features

77.26

94.35

HOG

12.26

32.34

PCA

20.59

83.29

Projection
profile

45.76

81.88

Zonal
geometric
features

68.69

92.82

Zonal
density
features

81.52

95.17

HOG + 
zonal 

density 
features

ANN SVM

Feature extraction techniques Classifiers
Figure 2: Performance of techniques (supervised learning) in recognizing the Brahmi words 
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Comparison of all block size of HOG compared and find out 

that 8× 8 block, where size of features 1,764 with SVM 

achieved highest accuracy compare to other combination. 

All details of upper discussed is presented in table 2. 

Table 2: Performance of the HOG technique in recognizing 

the Brahmi words 

Block size Size of Feature Vector Accuracy 

ANN SVM 

4 × 4 324 64.39% 86.24% 

8 × 8 1,764 77.26% 94.35% 

12 × 12 4,356 69.71% 88.61% 

16 × 16 8,100 66.39% 87.83% 

20 × 20 12,996 51.39% 68.45% 

 

Number of zones of each character and size of the 

zone is very important entities which can affect the 

performance of zoning density method. Means, it can say 

that if the number of zones of each characters and size of the 

zone will change so, accuracy of the system is can be 

changed so, this study is focused on the analysis of these 

two entities. Number of zones of each character can be 

changed 2x2, 3x2, 3x3, 4x3, 5x3, 4x4, 6x4, 5x5 and size of 

the zone 3x3, 4x4, 5x5, 6x6, 7x7, 8x8, 9x9, 10x10, 11x11 

where ANN and SVM used for classification. All achieved 

results by using described zoning size and classifiers are 

presented in table 3. 

Whole analysis of zoning density method it can see 

that system achieved 68.69%, 92.82% accuracy by ANN 

and SVM, respectively, for the classification while image 

size is 36x27 where number of zones of each character and 

size of the zone is 4x3, 9x9. 

Parameter of the ANN plays an important role to 

reach maximum performance of any network and the value 

of learning rate, number of hidden layers can affect the 

performance of the recognition system. 0.9, 0.1, 0.01, and 

0.001 value used as learning rate for the analysis of the 

performance of ANN for Brahmi words recognition. Brahmi 

word recognition system achieved 81.81%, 86.34%, 92.82%, 

and 77.92% respectively. It can see that starting accuracy of 

the recognition was 81.81% while learning rate was 0.9. 

Performance of the system was increased by 4.53% and 

become 86.34% while value of learning rate was 0.1. Again, 

the accuracy of the recognition system further increased by 

6.48% while 0.01 value used as learning rate. Although, the 

recognition rate decreased by 14.90% while value of 

learning rate was 0.001. As can see that the performance of 

the system is increased compare to previous performance so, 

the analysis of learning rate stopped here. So, in the 

conclusion, it can say that Brahmi word recognition system 

achieved highest accuracy when 0.01 was the learning rate. 

 1, 2, 3, and 4 value used as hidden layer for the 

analysis of the performance of ANN for Brahmi words 

recognition. Brahmi word recognition system achieved 

83.44%, 92.82%, 85.38%, and 78.12% respectively. It can 

see, starting accuracy of the recognition was 83.44% while 

hidden layer was 1. Performance of the system was 

increased by 4.53% and become 86.34% while value of 

learning rate was 2. Again, the accuracy of the recognition 

system further increased by 6.48% while 3 value used as 

learning rate. Although, the recognition rate decreased by 

14.90% while value of learning rate was 4.  

 As can see that the performance of the system 

further increased compare to previous performances of 

hidden layers so, the analysis of hidden layer stopped here. 

In the conclusion, it can say that Brahmi word recognition 

system achieved highest accuracy when 0.01 was the 

learning rate. 

As already mentioned, basic SVM is useful for the 

classification of linear data. However, it can be possible, the 

feature vector cannot be linearly separable, and this issue 

can be minimizing by kernel. Kernel function is able to be 

mapped into high-dimensional feature space from original 

input space. Furthermore, a suitable kernel function is 

important to reach the highest accuracy of SVM classifier.  

In previous studies, various types of kernel function 

(polynomial, radial basis function, Mahalanobis, and 

sigmoid) have been applied to enhance the performance of 

the recognition system. So, this study applies these types of 

kernel to build the Brahmi word recognition system and 

compare the performance  

Number of zones in each character (achieved accuracy by ANN) 

  3x3 4x4 5x5 6x6 7x7 8x8 9x9 10x10 11x11 

 2x2 30.68% 31.74% 49.12% 39.41% 53.13% 54.24% 43.71% 64.68% 51.39% 

 

Size of 

each 

zone in a 

character  

3x2 39.41% 32.84% 44.83% 46.25% 51.83% 62.39% 61.24% 62.59% 57.26% 

3x3 36.89% 46.26% 38.49% 47.91% 49.67% 61.26% 62.48% 58.24% 52.68% 

4x3 28.12% 44.51% 44.86% 53.64% 58.31% 53.64% 68.69% 59.61% 49.81% 

5x3 34.26% 52.17% 51.74% 48.32% 62.41% 64.58% 62.39% 51.38% 52.14% 

4x4 53.14% 54.68% 59.45% 51.68% 51.02% 49.81% 59.42% 41.26% 41.23% 

6x4 49.86% 49.87% 56.37% 46.14% 49.34% 41.69% 43.21% 49.64% 46.24% 

 5x5 37.64% 35.31% 42.91% 41.68% 34.18% 38.61% 52.62% 33.64% 34.47% 

           

Number of zones in each character (achieved accuracy by SVM) 

  3x3 4x4 5x5 6x6 7x7 8x8 9x9 10x10 11x11 

 

 

 

Size of 

each 

zone in a 

character 

2x2 41.37% 38.42% 36.49% 48.16% 53.67% 73.43% 79.79% 81.45% 78.29% 

3x2 38.62% 40.33% 61.21% 81.37% 86.61% 88.19% 88.94% 79.12% 76.36% 

3x3 38.41% 48.62% 59.54% 78.24% 87.29% 83.42% 87.02% 75.47% 76.21% 

4x3 43.87% 51.41% 59.64% 81.61% 84.38% 81.47% 92.82% 73.26% 71.83% 

5x3 48.63% 53.62% 57.14% 71.68% 65.24% 51.36% 56.84% 51.62% 53.85% 

4x4 52.16% 58.39% 68.76% 74.34% 71.21% 68.39% 43.26% 51.20% 36.84% 

6x4 46.76% 63.48% 58.81% 52.19% 32.58% 41.26% 43.25% 38.51% 34.66% 

5x5 41.29% 53.71% 48.67% 50.22% 51.26% 46.38% 41.26% 49.37% 35.21% 

           

Table 3: Achieved accuracy by zonal density method by several separation of the image in zones using 
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• Polynomial kernel with degree d is mentioned in eq 7:  

𝐾(𝑥𝑖 , 𝑥𝑗) = (𝑦𝑥𝑖
𝑇 + 1)𝑑 , 𝑦 > 0   (7) 

• Radial basis function kernel is mentioned in eq 8: 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝(−𝑦‖𝑥𝑖 − 𝑥𝑗‖
2

), 𝑦 > 0  (8) 

• Sigmoid kernel function is mentioned in eq 9: 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑡𝑎𝑛ℎ(𝑦𝑥𝑖
𝑇𝑥𝑗 + 𝑟)   (9) 

 

Multi-Layer Perception Kernel or Hyperbolic 

Tangent Kernel is another name of Sigmoid kernel function 

where, the value of the g, r and d can be adjusted according 

the data. 

• The Mahalanobis kernel is mentioned in eq 10: 

𝐾(𝑥𝑖 , 𝑥𝑗) = −
𝛿

𝑚
(𝑥𝑖 − 𝑥𝑗)𝑇𝑄−1(𝑥𝑖 − 𝑥𝑗)  (10) 

Mahalanobis distance can be controlled by the 

scaling factor δ (> 0),  and Q, m represents the covariance 

matrix, and dimension of the Brahmi dataset, respectively. 

Upper discussed formula is used to calculate the accuracy 

and achieved accuracy are presented in table 4. 

 

Table 4: Classification results with SVM using different 

kernel functions 

Kernel Type Features Accuracy 

RBF HOG 

+ zoning density 

features 

95.17% 

Poly 93.20% 

Sigmoid 93.89% 

Mahalanobis 94.48% 

 

As can discussed earlier, HOG and zonal density 

feature extraction method and ANN, SVM performed 

(accuracy) well to recognize the Brahmi words. Earlier, 

parameter of ANN and SVM checked and achieved results 

is notify that the combination of 0.01 learning rate and 2 

number of hidden layers achieved highest accuracy compare 

to other values of parameter. Similarly, RBF kernel type 

achieved highest accuracy. 

HOG and zonal density feature extraction methods 

had the best performance. Thus, both feature extraction 

methods were combined to achieve an accuracy of 81.52% 

and 95.17% with ANN and SVM as classifiers, respectively 

while 0.01 learning rate and 2 number of hidden layers 

parameter used for ANN and RBF kernel for SVM. 

Few studies completed in the Brahmi characters and 

word recognition. Such as, template matching [5], geometric 

features with set of rules [4], Gabor filter and zoning 

methods with ANN [11], and zonal density features with 

ANN [6]. All these studies used local dataset and dataset 

was not common in all studies. So, for the comparison of 

previous studies with proposed study, this study applied 

previous used techniques on new dataset and compare the 

performance of proposed study, which are presented in table 

5.  

Table 5: Performance of the previous applied supervised 

techniques in recognizing the Brahmi words (a common 

dataset used) 

Method Accuracy 

Template matching 46.73% 

Geometric features with set of rules 26.18% 

Gabor filter and zoning methods with ANN 39.84% 

Zonal density features with ANN 68.69% 

 

As can see in the figure 2 and table 5, the zonal 

density approach performed well compare to other previous 

used approaches and achieved 68.69% accuracy. 

Furthermore, HOG+ zonal density with SVM achieved 

92.47% accuracy, which is better than all previous studies (a 

common dataset used). 

 
6.2. Comparison with other studies 
 

The performance of HOG, zonal density features, and 

a combination of HOG + zonal density features along with 

SVM were compared to previous studies on Brahmi word 

recognition such as zonal density with ANN [6], and Gabor 

filter + zonal structural features with ANN [11]. The 

achieved accuracy was 94.35%, 92.82%, and 95.17% for 

HOG, zonal density features, and the combination of HOG + 

zonal density features along with SVM, respectively. 

Moreover, zonal density with ANN [6], and Gabor filter+ 

zonal structural features [11] achieved 80.20% and 91.57% 

(average), respectively. Hence, it can be concluded that the 

HOG + zonal density feature extraction methods along with 

SVM were better than the techniques used in previous 

studies.  

Vellingiriraj, et al. [6] used zonal density with ANN 

and achieved 91.57% (average) accuracy. Similarly, zonal 

density with SVM was used in this current study, achieving 

92.82% accuracy. It can be seen that the feature extraction 

method is common in both studies, albeit with a different 

classifier. Therefore, it can be said that SVM performed 

better compared to ANN in recognising Brahmi words. The 

performance of various approaches related to Brahmi word 

recognition, along with the proposed method, is outlined in 

Figure 3. It can be observed that HOG + zonal density 

features, along with SVM, achieved the highest accuracy of 

all other studies. 
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Figure 3: Comparison of performance of supervised 

learning with previous studies in recognizing Brahmi words 

7. Conclusion 

This is the first application where various feature 

extraction methods and classifiers are used to recognized to 

Brahmi words and according to analysis, two feature 

extraction methods combine in the domain of Brahmi words 

recognition. Combination is performed at the feature level as 

well as decision level by using classifiers. Encouraging 

results are obtained from the experiments. High accuracies 

in the range of 95.17% have been achieved by using 

combination techniques as shown in the previous Result 
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section. There is an increase of over 3.6% with the best 

performing HOG+ zonal density with SVM classifier when 

RBF kernel is used as the classifier for 536 samples of 170 

different classes. So, this model proves to be useful for this 

complex pattern recognition problem and makes a better 

decision based on the information provided by the base 

classifier.  

Though, in the present work, two sources of information 

with different feature sets have been combined using their 

respective classifier results but this process can be extended 

to include more input sources along with different feature 

extraction techniques and classifier. With the increase in the 

number of sources, an intelligent and dynamic selection 

procedure needs to be employed in order to facilitate 

combination in a more meaningful way. The combination 

being an overhead to the classification task, it is important to 

develop methods that can indicate if the combination would 

work or not qualitatively. In future, the work can be 

extended for a larger dataset so that the robustness of the 

procedures can be established. The Brahmi word recognition 

system here is a general framework which can be applied to 

other similar pattern recognition tasks to establish its 

usefulness in document analysis research. Furthermore, the 

proposed system was quite efficient (in terms of accuracy) 

and effective at performing the recognition and 

classification. Furthermore, future work of this study to 

develop a handwritten Brahmi word dataset and handwritten 

Brahmi words recognition system.  
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