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Abstract: The main contribution of this paper is to introduce a new iterative training algorithm for restricted 

Boltzmann machines. The proposed learning path is inspired from online sequential extreme learning 

machine one of extreme learning machine variants which deals with time accumulated sequences of data with 

fixed or varied sizes. Recursive least squares rules are integrated for weights adaptation to avoid learning rate 

tuning and local minimum issues. The proposed approach is compared to one of the well known training 

algorithms for Boltzmann machines named “contrastive divergence”, in term of time, accuracy and 

algorithmic complexity under the same conditions. Results strongly encourage the new given rules during 

data reconstruction. 
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1. Introduction 

Restricted Boltzmann machine (RBM) is the first types of neural networks used for unsupervised learning.  

RBM is a shallow neural network with just two layers, the visible layer and the hidden layer. In RBM network, 

each node from the visible layer is connected to every node in the hidden layer. An RBM is considered 

restricted because no two nodes in the same layer are sharing connections[1]. In the forward pass, the RBM 

iteratively takes a set of inputs and translate them into a set of number that encodes the input. In the 

backward pass it takes those set of numbers back to form the reconstructed input. Both forward and backward 

movements are known as Gibbs sampling[2].   

At the visible layer and after several samplings processes, the reconstructed input is compared to the original 

input to determine the quality of the results. A well trained network will be able to perform the backward 

translation with a high degree of accuracy. In both steps weights and biases are iteratively tuned to allow the 

RBM to decides which features are the most important when detecting patterns[3].  
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Generally RBMs are trained using contrastive divergence (CD) algorithm which is often consume more 

computational costs due to the need of huge number of hidden nodes[2]. Besides, hyper-parameters such as 

learning rate, number of Gibbs sampling, number of hidden neurons and number of iterations vary from an 

application to another   and needs more human intervention.  

In this work and since extreme learning machine (ELM) is widely used for single-batch training in a variety of 

application due to its fast training and accuracy [4][5], the contribution of the current experiments is to 

introduce a new fast and  accurate iterative training algorithm for RBMs by involving ELM theories for both 

offline [6]and online learning[7] paradigms.  The proposed algorithm experimentally compared to CD 

algorithm in term of time and accuracy and the results proves the credibility of the new adopted training 

scheme. 

This work is organized as follow: in section 1, a brief description about the used training rules of basic online 

sequential ELM (OS-ELM) is presented. Section 3 introduces the given rules to the RBM. Section 4, illustrates 

with examples the circumstances of the comparative study. Section 5, is the conclusion of this work. 

2. Basic OS-ELM 

For any given dataset of n  driven mini-batches of training inputs and targets 
1{ , }n

k k kX T =
 where: 

1 2 3 ( ){ , , ,...., }k i kX x x x x= and 
1 2 3 ( ){ , , ,...., }k i kT t t t t= , OS-ELM for a single hidden layer feedforward neural 

network (SLFN) has given following training steps in tow different phases[7]: 

➢ The initial phase:  

• Randomly generated hidden nodes weights and biases ( , )w b  from any probabilistic distribution. 

• Activate the hidden layer H of the initial mini-batch using any activation function G as addressed in 

equation (1). 

• Determine the initial output weights  using formula (3) and covariance matrix in formula (2). 

➢ The update phase : 

• Calculate the hidden layer for any new mini-batch using (1). 

• Update the output weights using (4) depending on the prediction error in formula (5), the updated 

covariance matrix in formula (6) and the updated gain matrix in formula (7).  

1 1( )k kH G w X b+ +=  +  (1) 

1

0 0 0( )TP H H −=  (2) 
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T

0 0 0 0β = PH T  (3) 

T

k+1 k k+1 k+1 k+1β = β - P H e  (4) 

1 1 1k k k ke T H+ + += − 
 (5) 

1 1 1
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k k k k kP P K H P+ + += −  (6) 
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(7) 

The superscripts
1( )−

and ( )T
 refers to the Moore-Penrose pseudo-inverse of a matrix and the transpose of the 

matrix respectively.  

Figure 1 addresses the architecture of a SLFN based on the new notations of OS-ELM. 

 

Figure: 1. Architecture of SLFN based OS-ELM. 

3. Proposed approach 

In the new given rules of RBM the visible layer is mapped using random parameters generated independently 

from the training data. The input weights will be tuned each time in a single Gibbs sampling using Sherman 

Morison and Woodbury (SMW) formula. 
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For the same unlabeled data: 1 2 3 ( ) 1{ , , ,...., }n

k i k kX x x x x == , the RBM can be trained also in two distinctive 

phases, the initial phase and sequential phase. In the initial phase, the RBM is initialized the same as basic OS-

ELM. The difference between basic OS-ELM and the RBM is that the same input weights are the ones whose 

must be updated during the sequential phase. So, equations (4) and (5) must be changed to (8) and (9) to fit the 

unsupervised training paradigm. 

1 1 1 1

T

k k k k kw w P H e+ + + += −  (8) 

1
( )1 1 1

TT
wk k k ke X H

−

+ + += −  (9) 

Unlike old training rules of RBM which use the input weights for reconstruction and their transpose for 

reconstruction as shown in equation (10)[8], the new given rules for RBM uses the same tuned weight for 

extraction and their transpose of pseudo inverse for feature reconstruction as shown previously in equation 

(9). And since the updated weights are determined after activating the hidden layer, there is no need to use 

the activation function again. In fact we can map the visible layer directly with the new weights as 

demonstrated in (11). Formula (8) is already used for online training of the ordinary autoencoder with ELM 

and proved its accuracy  and the algorithm is publically available in[9]. Besides, ELM theories allow only the 

activation of hidden layer, not the input or the output ones[10]. 

 

( ) ( )
T

H G wX b X G Hw b= +  = +  

 

(10) 

1
( )

T
H Xw X H w

−
=  =  

(11) 

 

Figure 2 addresses the architecture of the proposed RBM with the new notations. 

 

 

Figure: 2. Architecture of the RBM. 

4. Experimental results and discussion 
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In the current study, the proposed algorithms is compared to CD algorithm during training using the gray-

scaled image of  ‘Cameraman’, normalized between 0 and 1 and resized to 250 by 250 pixels. The training 

hyper-parameters are adjusted according to Table 1. 

  

Table 1 Training hyper parameters 

Methods Gibbs sampling Mini-batch size 

CD 5 10 

OS-ELM 1 entire data 

 

Root mean squared error (RMSE) of reconstruction and training time are the essential evaluation parameters. 

Figure 3 shows the reconstruction accuracy according to the number of iteration for different sizes of the 

hidden layer. 
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Figure: 3. RMSE behaviour during iterative training. 

The new training rules clearly enhance tuning paradigms of the RBM by always outperforming the CD 

algorithm in both accuracy and convergence velocity. Figure 3 explains that the OS-ELM allows convergence 
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towards stopping criteria in less than five iterations, unlike CD which keeps going towards a deeper end and 

obviously it needs more than 100 iterations.   

By reducing hyper-parameters number and simplifying the Gibbs sampling, computational time will be 

gained during training same as Figure 4 explains. 
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Figure: 4. Time consuming results during training. 

Figure 5 also illustrates and confirms the credibility of the new method compared to CD algorithm. 
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Figure: 5. Results of image reconstruction using both CD and OS-ELM. 

5. Conclusion 
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Comparing to old iterative training algorithms such as contrastive divergence or backpropagation, a new fast 

and more accurate training algorithm for RBMs is represented in this work.  The new given rules which are 

inspired from OS-ELM one of ELM variants allow computational costs reduction under less human 

intervention during training.  

In the current study the proposed approach is evaluated under unsupervised learning paradigms. Therefore, 

the aim of future works will focus on studying the effect of OS-ELM during the training of deep belief neural 

networks for supervised learning using a stack of the new RBMs. 
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