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Keywords: Abstract-This work can be considered adirst step of designing a future competitive ddiaen
approach for remaining useful life prediction ofcaaft engines. The proposed approach is an

remaining useful life; | ensemble of serially connected extreme learninghinas. The results of prediction of the first

c-mapss; networks are scaled and fed to the next networlenazdditive features to the original inputs. This
extreme learning feature mapping allows increasing the correlatibtraining inputs with their targets by holding
machine; new prior knowledge about the probable behavidheftarget function. The proposed approach is
prognostic and evaluated under remaining useful estimation usisgteof “time-varying” data retrieved from the

health management; public dataset C-MAPSS (Commercial Modular AerofRitsion System Simulation) provided by
neural networks. NASA. The prediction performances are comparedasichextreme learning machine and proved

the effectiveness of the proposed methodology.

1. Introduction

Remaining Useful Life (RUL) of complex systems lihesm conventional prediction paradigms such asipalysnodeling
can be considered as very difficult task due torked of the deep knowledge of systems componemntsits interior
interactions. Besides, most physical models arstoocted under limited conditions which is the ajgpiate explanation of

the poor generalization[1].

Nowadays, the availability of historical data ofepating systems due the continuous growth in ssnsehnologies makes
Machine Learning (ML) tools receiving a growingeattion. Replacing classical predictions paradigrith waining tools is

the appropriate solution for complexity and humaterivention reduction.

Ensembles learning[2]-[5], Hybrid algorithms [6]}&@nd deep learning families[10]-[13] are the miostestigated ML
approaches for RUL estimation. However predictitypathms based on old training algorithms suclaskpropagation for

neural networks and Lagrange minimization for suppector machines are very expensive and timelsoess.

In recent decades, a new fast and accurate traagpgach named Extreme Learning Machine (ELM)been spread wide
to fit many prediction applications under differemthitectures[14]. ELM was firstly created to reradhe barriers between
biological learning and Artificial Neural NetworK&NN) by introducing a new tuning theory. In ELMje hidden nodes
parameters need not to be tuned. In fact, the butgights are the only responsible for universgbragimation[15].

Therefore, in this context a new data-driven apghnda reconstructed based on ELM in the aim of peaty a very fast and
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accurate learner for “time-varying” data. The deped Multi-scale Ensemble Extreme Learning MacHM&E-ELM) is

evaluated and compared to basic ELM and proveéffieacy of the new feature mapping.

The remainder of this work can be addressed aswolin section 2, the description of the used nialein this study is
briefly introduced. Section 3 elaborates the prepagpproach adopted in this work. Experiments li®and discussions are

showcased in Section 4, Finally section 5 is thechesion of this work.
2. Materials

C-MAPSS dataset is a publically provided dataset asnchmark for constructing and evaluating hestiite estimators of
aircraft engines under operating conditions[16}trieeed data is divided into four datasets accardinseveral failure modes
and operating conditions. Each subset carries afsH0 different degradation profiles of the ergaefined by time series
measurements of 24 different sensors. Accordingagnostic health management challenge in 2008tfierfarget function
for each life cycle, describes a non cumulativerdéation as a piecewise stochastic linear functogure 1 gives an insight

about the behavior of sensors measurements ariRlthaarget function in one life cycle of the engine
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Figure: 1 . a) sensors measurments behavior itiforyele. b) RUL target function.
3. Methods

In 2004[15], ELM were proposed as the new trairsngeme for Single hidden Layer Feedforward Neuetlvarks (SLFN),
than it was extended to fit a verity of architeetufor different applications[14]. Unlike backprgga#ion algorithm, the basic
training rules of ELM can be simply addressed ie¢hsteps subject to minimize the objective fumctioequation (1)g is

the output weights matri¥{ is feature mapping of the entire training set &rate the desired targets.
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1. The one needs to generate the hidden nodes paramstEghtsA and biase®, randomly from any probability
distribution as full rank and linearly dependentricas respectively.
2. Calculate and activate the hidden layer for a “gifizatch” of data according to any chosen activafimctionG as

shown in equation (2X refers to the entire training inputs.
H =G(AX +B) )
3. Determine analytically the output weiglftslepending on the Pseudo-inverse ofthmatrix using equation (3).
B=HTT ®3)

Theoretically and without considering over-fittingd other ill posed problems, it is mentioned invElheories that the more
the number of hidden nodes, the more the accutaeynétwork may achieved [15]. However, experiménta higher
dimensional problems such as the feature spacheotdrrent studied dataset, more hidden nodes ey the training

process or obscure the computer memory.

In the proposed approach and based on [18], wetrcotsd a new multilayer neural network architeetbased on ELM
learning rules. The new neural network that isvatased inFigure 2, allows the use of small ELM learners to map the

training inputs accurately to achieve more sattgfacand fast generalized approximation.

Our contribution attempts to prove that: “By scglthe predicted target of one network the samea@mst$ and considered it
as an additive feature to the original inputs, ibeonstructed data at the finale learner will esrid prior knowledge about
the probable targets.”. The new feature mappinthis case does not consider the hidden layers ddfw final feature

mapping. In fact, the results of last learner heefinal decision of the training model.
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Figure: 2.Architecture of the proposed Network.
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4. Experiments, resultsand discussion

In the present comparative study, the subset shaimed FDOO1 from C-MAPSS dataset is consideretthid case, only one
failure mode and one operating condition are irigastd. As a preprocessing step of our data, sendwse indices are {7,
8, 9, 12, 14, 16, 17, 20, 25, 26} are chosen fa #pplication and their measurements are scalaty usiin-max

normalization according to the literature [1].

The results of this comparative study between Elod proposed MSE-ELM are carried out using the éechire addressed
in Table 1. To study the algorithms performances under theeseonditions we make the hidden nodes in SLFNitatiore

equal to the sum of hidden neurons in the entir&NEEM network.

Table: 1. Table of hyper parameters.

M ethods Hidden layers Activation function
ELM 1 sigmoid
MSE-ELM 4 sigmoid

As a first advantage of the new architecture, thiming based basic ELM makes the SLFN much seesitwards the risk
of over-fitting before the expected accuracy isiestd. Weakness of SLFN towards empirical risk ligeaaly proven by
Figure 3 where the networks is well trained based on ELM awer-fits earlier in testing phase. Unlike baBicM, the

proposed architecture allows the networks to extasitively to achieve more accuracy.
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Figure: 3. Accuracy results during growth in hidcerdes

The ensemble of small size of ELM learners canrdmute in time consumption reduction during tragnias showcased in

Figure 4 where clearly MSE-ELM outperform ELM in trainindn@se. In the testing phase the MSE-ELM takes more t
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compared to SLFN based ELM due to the multilayehiecture, but this difference can be neglectedpared to training

time consumption ratio.
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Figure: 4. Time comsuption atitude during growtthimfden nodes

The RUL prediction results of FD0OO1 test set ofrbalgorithms are shown fRigure 5. The new architecture clearly proves
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Figure: 5. RUL prediction results.
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5. Conclusion

The present works attempts to prove that the thebtlye new feature mapping based ensemble of sreahial networks and
feature scaling can enhance the prediction mod&rim of accuracy and time consumption. After exahg the proposed
approach under higher dimensional “time-varyingtadabtained from C-MAPSS simulation software, ahd tesults

strongly supports the credibility of the new traigischeme.

MSE-ELM is a not complicated offline training appot for neural networks designed to study the aoguof the proposed
feature mapping. Therefore, the future approachikgogus on enhancing this algorithm by integrationline and adaptive

learning attitudes attempting to produce a morepsiitive ‘data-driven’ approach to other toolshe titerature.
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