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Abstract: In the software development process, the decision-maker (DM) has a range of problems inherent to its function. Wrong choices during software planning can bring great risk to the project. Therefore, the planning of software releases to be delivered to the customer should be well done. This is not an easy task because releases are made up of many requirements that contain complex variables that must be considered, such as precedence, cost, requirement stability, among other features that make the requirements-selection process challenging. To make this process less exhaustive, DM can use tools that facilitate this work. In software engineering, we can find fields of research specialists in this context, such as Search-Based Software Engineering (SBSE). The SBSE makes use of advanced metaheuristics to search for optimal solutions or the closest to it. In this work, we try to use another field of research to solve this same problem type, the Verbal Decision Analysis (VDA). To do this, we elaborate a workflow that will use the same source data, execute two solutions using the two search fields (SBSE and VDA) and compare the results. In the end, we evaluated and commented on the results.
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1. Introduction

In software engineering, we find several solutions that seek to solve problems involving competitions for resources, support decision-making in large projects, ambiguities [1]. Among these problems, we also find those related to Software Release Planning (RP) that covers problems related to the selection and allocation of attributes for an ordered set of software releases [2]. Poorly crafted PR can lead to problems in the software development process. This is because the Releases, parts of the software that will be made available to the customer, are made up of a set of requirements that represent a part of the totality of the software.

A systematic methodology used in the development of software can be an economic strategy. Currently, the logistics of developing and delivering software on schedule and with a good level of quality is the premise for development companies [3].

The Software Releases methodology is critical because it allows customers to receive and know parts of the software in advance. Thus, this strategy allows an assignment of values to the requirements of this software. In this way, each new version contains a set of characteristics that make up software, and that will have a significant value for the client [2].

We can see that agile methodologies perform incremental software deliveries. Deliverables, or sprints, have a short interval to be elaborated and are implemented by a group through a complete software implementation cycle that ends when the software is delivered to the customer. Through negotiation between the development team and the clients, it is defined what each delivery will
contain (set of requirements) [4]. We can deduce that in large and complex software, the task of choosing which requirements should be allocated in specific releases is not simple and requires a set of knowledge to execute such assignment [5].

The decision-maker (DM) has the mission of pointing out characteristics about each of these requirements, such as precedence, risks, level of complexity, personnel available for development, cost, time to implementation, interests to these requirements by the developer as well as by a set of interested clients, level of volatility or stability, being able to consider for implementing those requirements that tend to change less during the development process, ensuring that the most stable requirements can be delivered first, among many other things inherent to this assignment.

We can see that software requirements can have many characteristics. Commonly, the software is delivered in the right parts between developer companies and customers. In this way, it is the DM’s responsibility to order the requirements in order of deliverables. To a set of requirements that will be delivered together, we call Software Release. Different tools and methodologies support the DM in order to facilitate the process of choosing requirements optimizing them in the appropriate Releases according to objectives and restrictions agreed with the clients. Such constraints are, for example, the interests of a group of customers by specific requirements, the anticipated delivery of the most stable requirements and especially the limit of available resources for the project, as well as other restrictions that may be appropriate.

In this way, tools that give this special support to DM have high relevance and can be an essential pillar for the success of the project. In researches, we could find some of these support methodologies [6-8]. Such automated methods have several strategies for finding solutions considering objectives and constraints. Therefore, the company (business value, reputation in the market, investors) needs to invest in reasonable support solutions.

This work follows extensive research [9-11] that aims to add more characteristics and improvements to a new methodology proposed to support DM. This work proposes the construction of a decision support strategy through the use of a pair of methods (different from those used in previous research how in [12]) in the area of Verbal Decision Analysis (VDA), shown in session 4. In the following sessions, we will detail (SBSE) as the primary strategy to find suitable solutions to this type of problem, and finally, we will present a comparison of results obtained between VDA and SBSE with the appropriate comments and the evolution of this research.

2. Prioritize Software Requirements

The publication of [5] shows a definition of requirements that can be delivered in the upcoming Releases of the software. The author describes that the requirements may have prerequisites and, therefore, should be implemented, only after their precedents have been developed. The implementation of both in parallel can be considered. The author also emphasizes that customers may have separate relationships with the company and that this may affect the choice of requirements for relays.

Among the risks faced by companies that are developing software, we can find what it is about meeting customer expectations. These authors consider that these risks can impact the reputation of the company and the loss of good projects [13]. Thus, to alleviate this problem, a proper elicitation and allocation of requirements can be a viable solution. These tasks occur early in the software development process.

The number of requirements that are part of a Releases is generally higher than what was elicited. Thus, proper planning of requirements planning is necessary. Poorly designed projects can lead to customer dissatisfaction, non-compliance with objectives and restrictions, and implementation of releases that do not bring value to the business.

In many aspects, the selection and prioritization of software requirements should take into account the prerequisites already mentioned, customer satisfaction for that set of requirements, and the time it will take to implement each software requirement [5].
Users always have expectations about the software they are going to receive. Therefore, taking into account the client’s choices is essential and can be decisive for the excellent progress of the project. This makes requirements prioritization very relevant [14].

The volatility of the requirement is another aspect that we can consider in the prioritization of requirements. Volatile requirements are a problem that must be understood so that the right choices are made. This is not easy and should be considered during requirements elicitation. Their characteristics bring risks and can impact the progress of the project [15]. Requisites that are likely to change bring problems for the developer company if they are not identified in advance [16]. A real-life software development research was conducted to verify the impact of volatile requirements on software projects. What has been observed is that the main reasons for changes in requirements are the changes in requirements arising from new systemic methodologies adopted by the customer, the exclusion of design requirements and the change of internal requirements specifications. In this same work, it is seen that the changes are due to external causes such as changes in the market, developers’ understanding of what is being developed and some other considerations such as reduction of scope and changes in internal policies [15].

Thus, in this research, we consider the stability of the requirement because it is considered essential, and we add this factor as a selection criterion (session 6).

We can find many methods that use genetic algorithms to solve maximization problems. One of these methods is EVOLVE [17], which considers the use of a pair of functions to maximize benefit while minimizing risks. This method supports decision making in a scenario where changes can occur. Stakeholders play an essential role in the company, and it can define values and levels of importance to each requirement. Prerequisites are taken into account in this search strategy. The evaluation of this method used data from a case study and had good results. We can observe the strategy of this method in figure 1 [17].

The selection and prioritization of requirements considering stability ensure that changes in volatile requirements are realized before they are implemented. Thus, there is a reduction in costs with changes in these requirements, and those that tend not to change can be delivered first by optimizing project time and reducing delivery time.

Thus, we emphasize that the selection and qualification of requirements is a fundamental factor for success in software projects. In the next sessions, we will show known methods in the search for solutions and present the solution proposed by this research.

3. Search-Based Software Engineering (SBSE) Methodology

As regards Software Engineering, there are many problems related to the software development process, such as confusing information, a conflict between constraints, and a large number of choices and decisions that need to be made. Solving this type of problem is very difficult since there is no optimal solution [18]. When we consider that a Releases group has a set of requirements to be
allocated, the complexity of this problem tends to increase especially, when we consider a set of goals and constraints, such as time, cost, customer satisfaction, among others.

Moreover, to solve this type of problem, a new field is known as Search-Based Software Engineering (SBSE) was created, which deals with the application of algorithms that use optimization to enable the search for reasonable solutions to problems inherent in software [19] promptly. In this area, problems related to Software Engineering are solved by search-based techniques, a variant of the Operational Research, and may have their problems also solved by Genetic Algorithms (metaheuristics) [1].

In this field, genetic algorithms are used as a technique to search for solutions to software engineering problems. The problems are seen here consider complex tasks performed by DM’s. In this way, automatic searches are used that consider human experience. This new field was created in 1990, where the first implementations were given in the area of project management. SBSE was first cited in [19], where the authors presented the SBSE, and from then on, many research and methodologies were proposed in that field [18].

When we look for literature, we find strategies that aim to solve SBSE problems. Also, as a way to enable adaptation between the strategies adopted in this work with the existing methodologies in SBSE, we seek among the strategies that compose it, those that have a high acceptance by the scientific community and that may have the capacity of adaptability to the research of this work. Thus, both fields (SBSE and VDA) may have very similar methods both in the form of data entry and in the presentation of results, minimizing the adaptation phase of the data between the two fields of research. The methods adopted in SBSE for this work are described in sections 3.1 and 3.2.

3.1. NSGA-II Metaheuristic

The NSGA-II (Non-dominated Sorting Genetic Algorithm) [20] that works by ordering solutions through the layer in which they are on a Pareto front maintains non-dominated solutions when changing generations.

This algorithm starts with population values in \( P_0 \) and applies the strategy of Fast Non-Dominated Sort, which aims to find solutions close to the Pareto front. The solutions are classified according to the degree of non-dominance. This creates a front to which this solution and a set of other solutions belong. Employing special operators, a population \( Q_0 \) is created.

After creating an initial population, the goal of this metaheuristic is to create \( R_t = P_t \cup Q_t \), where the Fast Non-Dominated Sort strategy considers \( R_t \) as population and the boundaries are established. \( F_1 \) contains solutions not dominated and reliable candidates to be part of the front of Pareto. After establishing the values for the new front, the crowding runs to the last front. Consider \( n_{sol} \) a solution, and \( n_{pop} \) the number of NSGA-II individuals belonging to \( n_{rank} \). If the solution \( n_{sol} + 1 \) belongs to \( n_{rank} + 1 \), then the crowding distance calculation is not necessary, because the solutions generated until \( n_{pop} \) will already be considered for the next generation. However, if \( n_{sol} + 1 \) and \( n_{rank} \) is on similar fronts, crowding distance is applied to each \( n_{rank} \) solution. In this way, these \( n_{rank} \) solutions will be taken to the next generation, except those with the worst crowding distance values.

To achieve elitism, solutions of lower fronts are preferable at first. Thus, an overlapping distance is calculated. Soon solutions with larger crowding distance values are preferable.

In Figure 2 [20], we have the presentation of the strategy used in NSGA-II.
3.2. MOCell

MOCell [21] is a metaheuristic that is structured in a Genetic Algorithm (GA). In order to increase the Pareto front that exists in this method, increasing the diversity among the generated solutions, a solution spacer is used as seen in the previous item, following the same objective. However, this method removes some solutions when this front is very filling.

Initially, we have a Pareto front with no solutions. A reproductive process is applied until the stopping conditions are satisfied. In this way, it combines individuals to obtain new offspring who will then be modified and recombined. The new individual will be evaluated and placed in an auxiliary population if he is not dominated, in front of Pareto. With each new generation, the current population is replaced by the new population through a feedback strategy. We can find more details about this algorithm [21].

4. Verbal Decision Analysis (VDA)

The Verbal Decision Analysis (VDA) field is inserted in the Operational Research and has a set of methods that classify and order alternatives where multiple criteria are considered to find solutions to problems [22]. Thus, this field of research systematically analyses actions to support decisions taking into account the verbal characteristics and appreciation of attributes qualitatively. This is the opposite of traditional methods that use quantitative factors. In Figure 3, we have a tree of methods that can sort or sort solutions.

According to [23], we can highlight the benefits of VDA methods:
1. VDA offers a natural language for DM;
2. Their methods have strategies to solve problems of inconsistencies;
3. For DM the VDA methods are transparent;
4. Through an analysis of the listed preferences, we can obtain explanations about the solutions that were generated;
5. In the DM view, preference elicitation methods are transparent, since VDA methods use verbal strategies.

It is interesting to analyze that VDA has excellent interaction with problems that have a high number of alternatives, but it is limited in the number of criteria and criteria values [24].

The use of these methodologies, such as ORCON (a decision aid for ordinal consistency) [25], for a given problem, can present a significant number of possible solutions. This is because many possible combinations can be generated. Therefore, we have a step called elicitation of preferences, in which the alternatives will be compared manually [25,26].

In the case of classification methods, among many, we have the SAC method that aims to classify the solutions according to the criteria informed by the DM. In section 5, we present in detail the proposal of this work that is to classify requirements using the SAC method and to order them using the ORCON method.

4.1 SAC - Overview and Structure

In the VDA field, we find a set of methods that deal with multicriteria classification problems. We can observe some of them in figure 3 [27]. The Subset Alternatives Classification (SAC) classifier [28] consists of a methodology that ordinally classifies a relatively small set of alternatives, in our case software requirements, that need to be classified only once [29]. This method has the objective of showing a small number of questions to the DM in order to reduce the time spent during the process of preferences. For this to be possible, this method has a variance to calculate the most informative vector structured in its possibility of being allocated to a class.

![Figure 4. Subset Alternatives Classification Methodology](image)

The formulation used by SAC in this work follows similarly to that used in [28], as follows.

1. \( K = 1, 2, \ldots, N \), illustrating a set of \( N \) criteria;
2. \( n_p \) describe the number of possible values on the scale of \( p \)-th criterion, (\( q \in K \));
3. \( X_p = \{x_{ip}\} \) describes a set of values to the \( p \)-th criterion, which is on this criterion scale; \( |X_p| = n_p(p \in K) \).
The scale values are selected from best to worst, and this sort of order is independent of the values of other scales generated;

4. \( X = Y_1 \times Y_2 \times \ldots \times Y_n \) represents a set of vectors \( x_i \) such that: \( x_i = (x_{i1}, x_{i2}, \ldots, x_{iQ}) \), and \( x_i \in X, x_{ip} \in Y_p \) and \( Q = |X| \), such that \( |X| = \prod_{i=1}^{N} n_i \);

5. \( B = \{ b_i \} \subseteq X, i = 1, 2, \ldots, t \) in which the totality of \( t \) vectors illustrates the definition of the real alternatives;

6. \( C = \{ C_1, C_2, \ldots, C_L \} \) representing the set of ordered decision classes.

The application of the SAC method is very similar to that proposed by ORCLASS. What differs from the two methods is the fact that SAC considers the real alternatives when calculating an informativity of the vectors to be shown to the decision-maker to choose. Therefore, it is a less complicated process because it is not necessary to classify the Cartesian product of criteria values.

More details on the operation of the SAC method can be found in [12,28].

As is already known, not all requirements of a software project are implemented. For this reason, it is feasible to apply a classification before the prioritization process so that a smaller number of requirements can pass to the next stage. This already guarantees a filter that removes from the scene those requirements that would hardly be implemented. Therefore, justify the use of a classifier in this stage of the project.

In VDA there are excellent classifiers. In a previous [28], we used the ORCLASS classifier and obtained satisfactory results. In this work, we are changing the classifier and adopting SAC to verify its efficiency in solving this type of problem.

4.2 ORCON Methodology

In general, the application of VDA methods is complicated to be made in practice. They require DM expertise if there is no help or support tool. The application in areas such as the ordering of preferences consists of creating a) a matrix of comparisons, b) than assembling a Joint Ordinal Scale (JOS) with these alternatives, and finally c) performing the ordering of alternatives [25].

However, this matrix can contain problems of inconsistencies due to the complexity of the problem, the number of alternatives and the human limitation since a set of alternatives can generate many probabilities [31].

In the work of [25], a tool called ORCON is proposed that gives the user the possibility to make an ordinal matrix consistency of alternatives.

According to [25] inconsistency in the judgment of DM is structured such as transitivity. For example, they are considering that: \( Req_1 > Req_2 \) and \( \{ Req_2 > Req_3 \) then \( Req_1 > Req_3 \). The violation of this sentence may be considered a contradiction to the preferences of the DM. For this, some authors consider calling by the term “three-way cycle” [31].

In earlier work in this line of research [9-11], we used VDA methods that used an interactive approach to correct inconsistencies. The use of the ORCON methodology is different because it works with the concepts of various methods embedded in a single user-friendly tool. This tool is free and available to both research and teaching as an aid in teaching VDA in the academic world.

In previous work [9-11] we have obtained satisfactory results using VDA as a means to select and order requirements in a software development project. In order to corroborate our results of previous studies, we look for other methods to verify the efficiency proposed by this research. In this way, we are looking for methods to adapt to this project. The chosen method, taking into account the adaptation to this research, ease of use by DM, scientific recognition and the existence of a tool of manipulation, made us choose ORCON.

In Figure 5, we can check one of the windows that make up ORCON. Further details on the operation of ORCON and obtaining this tool for use can be found in [25].
5. Materials and Methods

In previous researches [9-12], we had good results when we compared the results generated by the Zapros III-i method concerning the SBSE methods. In these works, it was reported that the VDA method is no better than the SBSE methods, but the gain of this research is the opening of this new front in the VDA field, leaving this field as an alternative nonexistent to select and prioritize software requirements.

However, just prioritizing software requirements, in the case of that 20-unit work, can be a tiresome task because of the number of possibilities within ORCON. In general, we know that in a software project, not all requirements are implemented by the fact that the available resource value is almost always less than the sum of the implementation costs of all the requirements. Thus, it is interesting if we can select before prioritizing deliveries, those requirements that are most important to key customers, or another item at the discretion of the DM. So, if we classify these requirements into two classes in advance, "implementable" and "non-implmentable," we will gain time in the prioritization process because fewer requirements will come for this step. This classification is oriented in criteria established by the DM and will work in this process as an agent that filters and passes to the next step only the requirements with higher chances of being implemented.

In Figure 6, we present the workflow used in this paper. We first use an instance generator for terms of the simulations that will be worked out since this work uses empirical data that simulate the situations faced by the DM's in the process of choosing requirements taking into account their characteristics, objectives, and constraints. In session 6, we show the details of this stage of the work. After completing this first step and having the data already generated, we submit them to the classification and ordering process using the SBSE, NSGA-II and MOCell methods. Both metaheuristics receive the same data, but as expected, generating a set of distinct but approximate results. These data are used to compare the results obtained by the VDA, SAC and ORCON methods.

In session 7, we describe how the methodologies and configurations adopted by the NSGA-II and MOCell metaheuristics work. In the following session, the method of adapting the quantitative problems solved by SBSE to be solved by qualitative methodologies is described. After this adaptation, the data are submitted to the VDA methods. Initially, we used the SAC method to classify the requirements and later, we used the ORCON method to prioritize them. This is described in section 8.

After we had all the results, we presented this to the DM who had the opportunity to evaluate the results generated. We present a comparison of results as well as assessments by DM's in session 9.
6. Problem Generation

As seen, the data used in this research are empirical, yet they portray the difficulties faced by companies that develop software. So, to represent it well, we adopt a mathematical model that generates very close empirical data of the context of these companies. These data were created by applying the proposed mathematical formulation, by which we call the instance generator. This generator produces random data, within a scale, representing four software projects. In order to compare the results of this research with previous ones [9-11], we try to maintain the similar mathematical formulation as follows:

\[
\begin{align*}
\text{Max} f_{\text{VALUE}}(y) &= \sum_{i=1}^{N} S_i \cdot y_i, \\
\text{Min} f_{\text{VOLATILITY}}(x^{\text{Pos}}) &= \sum_{i=1}^{N} (B_i \cdot x_i^{\text{Pos}}) \cdot y_i, \\
\text{Subject to:} \\
&\quad x_i^{\text{Pos}} < x_j^{\text{Pos}}, \quad (3) \\
&\quad \sum_{i=1}^{N} \text{cost}_i \cdot y_i \leq R, \quad (4)
\end{align*}
\]

The equations proposed as the objectives for the problem are presented in the following functions:

Function 1 – In this equation, the objective is to maximize customer satisfaction by increasing business value \((S_i)\), where \(S_i = \sum_{m=1}^{w_{m}} w_m \cdot \text{Value}(m,i)\). As the client \(w_{m}\) attaches value to the requirement \(r_i\) with its preferences \((\text{Value}(m,i))\), this function is incremented as the choices are made. That way, as your most important customers point to your most important requirements, this function gains value.

Function 2 – Presents the degree of stability \((B)\) for a group of project requirements \((\delta)\), implementing those more stable requirements. This function works by measuring the product between the stability of the requirement and the location where it was allocated \(x_i^{\text{Pos}}\). This function has a low value if it is prioritized on more stable requirements. In this way, the function tends to execute the most stable requirements first.

The restrictions of this project were formulated as follows:

Function 3 - It presents the formulation as to the precedences between the requirements and their technical constraints, where \(r_i\) precedes by \(r_j\). In this case, \(r_i\) must be developed before \(r_j\) \((x_i^{\text{Pos}} < x_j^{\text{Pos}})\).

Function 4 - Shows the constraint on costs for implementing a set of requirements against the available budget \(A\). In this case, \(y_i\) indicates where a requirement \(r_i\) can be developed. Generally, the sum of costs to implement all requirements is greater than the sum of the resources available.
Therefore, some requirements cannot be implemented. Thus, in order to take advantage of available resources, it is convenient to implement those essential requirements first for both the development company and the client.

6.1 Configuring Generated Instances

Each software project has a considerable number of requirements to implement. In the field of SBSE, we can find satisfactory solutions for a search in large sets of requirements (2000 requirements) [32]. In VDA, the number of criteria is restricted and small because, among other things, the fact that the human response to extensive questionnaires is taken into consideration [9-10]. Thus, in order to maintain equality in problem-solving, we adopted the number of 20 requirements for both SBSE and VDA in each of the four scenarios studied in this research. We have adopted in this work that the characteristics of requirements (SBSE) are called criteria in VDA. These criteria will be known later in Table 3.

To force the algorithms to seek reasonable solutions, we set the value of resources available for the project to be less than the sum of costs required to execute all the requirements. Therefore, we maintain a variable value of available resources between 70% and 80% for each of the four project scenarios.

Clients have values of importance (weight, significance) different for the company. Customers have personal preferences and assign scores for each of the 20 requirements. In this case, we seek to prioritize the most valuable requirements for the most significant customers for the company, thereby increasing the satisfaction of this group of customers. A more significant number of customers, therefore more restrictions and objectives, significantly increase the difficulty of finding a viable solution to the problem. In a previous work [12], we considered five clients per project; in this work, we will consider seven clients per project. Therefore, we have an increase in complexity.

Another factor that we consider here is technical precedence, as this is also a real trait of software development problems. The technical precedence ratio was adjusted between 10% and 20% of the total number of requirements.

These project factors are presented in figure 1.

<p>| Table 1. Settings adopted in this work. |
|-----------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>File</th>
<th>Quantity requirements</th>
<th>Number of clients involved in the project</th>
<th>Available resources</th>
<th>Technical precedence level</th>
</tr>
</thead>
<tbody>
<tr>
<td>File 1</td>
<td>20</td>
<td>7</td>
<td>70%</td>
<td>10%</td>
</tr>
<tr>
<td>File 2</td>
<td>20</td>
<td>7</td>
<td>80%</td>
<td>10%</td>
</tr>
<tr>
<td>File 3</td>
<td>20</td>
<td>7</td>
<td>70%</td>
<td>20%</td>
</tr>
<tr>
<td>File 4</td>
<td>20</td>
<td>7</td>
<td>80%</td>
<td>20%</td>
</tr>
</tbody>
</table>

Our research followed the flow shown in figure 6 using the four files adjusted according to the table above and the mathematical formulation presented at the beginning of this session. Our goal is to find satisfactory solutions to each of the problems using VDA methods through a classifier (SAC) and a sorting method (ORCON). At the same time, SBSE methods will receive copies of the same files available for VDA methods. As stated earlier in this paper, we expect the results of the VDA methods to approach those of the SBSE methods, but not to exceed them. Even so, this is already an essential indicator that this research is heading in the right direction since we are solving quantitative problems with qualitative methods. We hope that further research can further improve these results using different methodologies.
7. Applying the SBSE methodology

As in previous works, to base the results generated by VDA, we use the NSGA-II and MOCell metaheuristics as a way to have a baseline, since we expect the results in VDA not to exceed these metaheuristics, but give us a level of approximation between these results.

Table 2 shows how the NSGA-II and MOCell metaheuristics were adjusted in this work.

Table 2. Settings adopted in this work.

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>Adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>• Population: 500;</td>
</tr>
<tr>
<td></td>
<td>• Maximum ratings: 2,000,000;</td>
</tr>
<tr>
<td></td>
<td>• Crossing: 0.9;</td>
</tr>
<tr>
<td></td>
<td>• Mutation: 1.0;</td>
</tr>
<tr>
<td></td>
<td>• Use the binary method turner.</td>
</tr>
<tr>
<td>MOCell</td>
<td>• Population: 512;</td>
</tr>
<tr>
<td></td>
<td>• Size file: 512;</td>
</tr>
<tr>
<td></td>
<td>• Evaluations: 102,400;</td>
</tr>
<tr>
<td></td>
<td>• Return: 20;</td>
</tr>
<tr>
<td></td>
<td>• Crossing: 0.9 (rate);</td>
</tr>
<tr>
<td></td>
<td>• Mutation: 1.0 (rate);</td>
</tr>
<tr>
<td></td>
<td>• Use the binary method turner.</td>
</tr>
</tbody>
</table>

We use the jMetal framework [33] for the application of the NSGA-II and MOCell metaheuristics. This tool contains other embedded metaheuristics and can be checked in [33]. In this way, the data extracted from the instance generator was executed in this framework following the proposed configurations and the mathematical formulation. Each round of solutions was executed ten times in each of the four files (table 1), and an average solution from that set was extracted.

Thus, we obtained a set of Cartesian points. At each generated point, we have an ordered sequence of requirements. These points vary from one extreme (since we are dealing with a multiobjective problem) that portrays the level of customer satisfaction by the essential requirements to another that represents the degree of stability (volatility) of the requirements. In session nine, we will present the results for the four files graphically.

8. Applying the VDA methodology

We did not find in the literature other lines of research in VDA that deal with the classification and prioritization of software requirements. Therefore, this task in this field is relatively new. The methodology used in this work has already been tested in other scenarios in previous studies [9-12] and has shown to be efficient to solve qualitatively (VDA) quantitative problems (SBSE) with satisfactory results. For this, it was necessary to create an adaptation methodology for this purpose. In the next sub-sessions, we will see the configurations of this methodology.

8.1 Adaptation to the VDA methodology

In this work, we consider empirical data and generated with a technical basis. As it is a quantitative problem, the data produced by an instance generator built for this purpose (subsection 6.1) are in numerical formats to represent a characteristic of the requirement (for example, stability, cost, the importance of stakeholders, among others.) Where scales are used with number intervals. Thus, for the particular importance of the stakeholder, we have a variation from 0 to 10, where 0 represents that stakeholder of lesser importance to the company to that of greater importance (10). To help the decision-maker in the data entry process, we have created the table below. In this table,
we can have the transformation of quantitative data into qualitative data in a fair way, so that the SAC and ORCON methods can interpret them. This guarantees an isonomic comparison.

In this way, we consider naming the characteristics of the requirements as "criterion". Therefore, requirement 𝑟 has its stability as a criterion. Each criterion of this requirement has its values, and here we call this "criteria values". Table 3 shows the table that was considered to make this adaptation.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stability</td>
<td>1.1 There is a low probability of change</td>
</tr>
<tr>
<td></td>
<td>1.2 Relative probability of change</td>
</tr>
<tr>
<td></td>
<td>1.3 High probability of change</td>
</tr>
<tr>
<td>Cost</td>
<td>2.1 Low-cost impact</td>
</tr>
<tr>
<td></td>
<td>2.2 Relative cost</td>
</tr>
<tr>
<td></td>
<td>2.3 High-cost impact</td>
</tr>
<tr>
<td>Stakeholder</td>
<td>3.1 Notorious stakeholder for the company</td>
</tr>
<tr>
<td></td>
<td>3.2 Stakeholder indifferent to the company</td>
</tr>
<tr>
<td></td>
<td>3.3 Stakeholders have low significance to the company</td>
</tr>
<tr>
<td>Value added to the requirement by the customer</td>
<td>4.1 Stakeholder adds high value for a requirement</td>
</tr>
<tr>
<td></td>
<td>4.2 Stakeholder adds low value for a requirement</td>
</tr>
</tbody>
</table>

Therefore, if a requirement 𝑟 has a value of 3 for the stability, according to the table above, it becomes a criterion value for stability "High probability of change". After this step, we proceed to the implementation of the SAC method.

8.2 Application of the SAC method

As stated in the previous section, our methodology classifies requirements into two groups: "implementable" and "non-implementable". As in previous work [12], we invited 12 experts with project management experience to respond to questionnaires regarding the classification of requirements since the SAC method does not have a classification platform. These managers had at least 12 months of experience in the area. The method of our research was clarified to the DM’s, and they accepted to participate, giving their valuable contribution to this work.

Constraining the characteristics of the requirements, the project’s constraints and objectives, and the professional experience, the DM’s answered questions about the elicitation of preferences. After collecting the questionnaires, we were able to compile and extract two sets of requirements. In one-off cases, where data inconsistency occurred, we called the DM to answer one or two more questions to resolve this. We talked about inconsistencies in VDA in sub-session 4.2 when dealing with ORCON.

Furthermore, to follow, only the requirements considered as implementable will be considered for the next step. We will apply the ORCON methodology to sort these requirements into software releases.

8.3 Application of the ORCON methodology

Having here a set of requirements considered implementable, we will considerably reduce the number of options to DM in this step. We apply the ORCON methodology through its tool.

The same experts who participated in the previous stage performed this stage. They could rely on the participation of one of the authors of this project to insert and process the data in the ORCON tool, as explained above. They were able to enter their preferences, and the tool itself dealt with the inconsistencies, which are natural in VDA. The DM’s were once again aware of the objectives and constraints of each of the four scenarios/projects.
In figure 7, we have a print that shows the use of ORCON.

![Figure 7. ORCON tool](image)

The subjectivity arising from the DM experience can lead to a positive difference during the analysis and choice of order of implementation for a particular requirement. This is an essential factor that incorporates the characteristics of VDA methods. We can also consider that this methodology gives us the possibility to solve problems of inconsistencies that are natural to happen to the human.

The ORCON tool is very objective, which made it possible to solve a problem in 15 minutes with the support of one of the authors of this research, as stated. This does not let the process of choice be tiring.

Finally, the DM’s had the opportunity to get to know and comment on their satisfaction with the solution generated in this research. In this way, the results generated by this work as well as a consolidated DM’s assessment will be checked in the next session.

9. Results and Discussion

SBSE, by its very nature, presents results groups containing thousands of solutions to the same problem. Therefore, in the same result, we can have different sequences of ordering requirements. In VDA, it is generated in a single result that was extracted from the application processes of SAC and ORCON.

In Table 4, we show the sequence of requirements that were generated for file 4. VDA methods generated this only result. We realize that requirement 12, for example, will be the first to be implemented, and requirement 20 will be the last one. We can see that in table 4 there are 15 requirements and not the 20 initially inserted. This is because the constraints of the problem have cut the 05 requirements that are not here. This is because these requirements were not classified in the selection process or, if they were classified, they were in a lower position and, therefore, the cut made by the lack of resources disqualified them (table 1).

The requirements have already been allocated in each release according to the resources available for each one. In this case, the group requirements of release one will be implemented first because they are the less volatile (more stable), lower cost, and more essential requirements for the company’s most important customers, for example.

The technical precedencies between the requirements were respected in this project, is one of the constraints of the problem.

![Table 4. File 4 - Results](image)
In order to have equal and fair results between the methods (quantitative and qualitative), we have been cautious in the application of the methodology, since it is a very complicated process since it involves the search for the solution of the same problem in two very different forms. However, this guarantee results comparable to each other in addition to the gains it provides.

For better presentation, the results obtained from VDA and SBSE were organized in graphs. This gives us a clear idea of comparing results. In all the graphs we can see a real Pareto front [34] created between the NSGA-II and MOCell methods and a single black dot that represents the results generated by the VDA methods.

In Figures 8, 9, 10 and 11, these results are presented. Each graphic represents a file, being respectively the files 1, 2, 3 and 4.

![Figure 8. Results for File 1](image_url)

![Figure 9. Results for File 2](image_url)
We can see the formations of the data sets created by the metaheuristics and the point created by the VDA methods. This unique VDA solution represents the DM’s desire since it was, he who made his choices, taking into account his technical expertise as well. The other points represent the solutions of NSGA-II and MOCell, according to the legend, besides the actual Pareto front that we form. Figures 8 through 11 represent the results for each of the files. The settings of these files are set out in table 1, shown above.

We can see that the results of the VDA method were always close to those of the SBSE methods (NSGA-II and MOCell). Therefore, we understand that these are good results because SBSE already has in its portfolio dozens of methods that can generate better results than these, but VDA does not. Both areas gain from this research because VDA starts to have an open path to research that involves selection and prioritization of requirements and SBSE opens another field that is the Verbal Analysis of Decision since we note that it is possible to even in a complicated way, interdisciplinarity between these areas. In general, we consider the results of this research to be good.

Four files were generated so that VDA methods could be challenged. We make higher and lower budget configurations, higher and lower technical precedence. Even so, the results from all the files were similarly close to the actual Pareto front. We might consider it difficult for our research if these...
results were divergent or were far removed from the Pareto front or even if they far outweighed the results of metaheuristics. In the trials we had, we did not realize this behavior anomaly it. In order to be able to see the gains of this research mathematically, we try to calculate the distance between the actual Pareto front and the black point generated by the VDA methods. For this, we use a metric known as Generational Distance (GD) [35].

9.1 Generational Distance (GD) metric

The strategy of measuring the distances between a Pareto front \( PF_{\text{known}} \) and the Pareto Real front \( PF_{\text{true}} \) [34] is a solution when we need to know this distance mathematically. One of the methods that do this task is called Generational Distance (GD) [35]. Since the VDA solution is a single point, we calculate the distance between this point \( PF_{\text{known}} \) and the front of Real Pareto \( PF_{\text{true}} \).

\[
d_i = \min_j (|f^j_{\text{true}} - f^i_{\text{known}}|)^2
\]

To find this distance, \( d_i \) is multiplied by \( e_i^{GER} \). When applied \( (d_i - f_j)/(f_j - f_i) \), we can normalize this. The metric is defined as follows:

\[
NDWD_{GER} = \sum_{i=1}^{N} e_i^{GER} \frac{d_i - f_j}{f_j - f_i}
\]

As defined in [34], closer proximity between the two fronts being evaluated is indicated by a low-value result. Therefore, when a point is contained in the front of Pareto real, we have a value of 0 as a result. We can see the results of the GD metric for the four graphs shown previously, as described in table 5.

<table>
<thead>
<tr>
<th>File</th>
<th>Result for GD</th>
<th>Result for GD in [12]</th>
<th>The efficiency of the work approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>File 1</td>
<td>0.1552</td>
<td>0.1543</td>
<td>▼ 0.58%</td>
</tr>
<tr>
<td>File 2</td>
<td>0.3601</td>
<td>0.3585</td>
<td>▼ 0.44%</td>
</tr>
<tr>
<td>File 3</td>
<td>0.3202</td>
<td>0.3287</td>
<td>▲ 2.65%</td>
</tr>
<tr>
<td>File 4</td>
<td>0.4241</td>
<td>0.4283</td>
<td>▲ 0.99%</td>
</tr>
</tbody>
</table>

In Table 5, we can see that file 1 had the lowest value for GD; that is, we obtained more satisfactory results. File 4, on the other hand, had the worst results for the observed solutions. The difference between the four files is the degree of difficulty in reaching a good solution. Table 1 shows this level of difficulty in detail.

We can notice something precious for this work in relation to the previous work [12], when we check the results for files 1 and 2 (which have fewer prerequisites, therefore being a simple problem), in relation to the files 3 and 4 (which have more prerequisites, therefore more complex) from both surveys. We noticed that this work has a significant performance gain for bigger and more complex problems (files 3 and 4).

Considering that metaheuristics already have a long history and tradition regarding the solution of this type of problem, we understand that our solutions were reasonable because they were in a region close to the Pareto front area, even though this is not yet a key area for VDA.

After presenting the results, that is, the sequence of requirements requested from the DMs after the consolidation of their responses, they were able to assess their level of satisfaction with these
results. They answered a questionnaire with a score between 0 and 100, where 0 represents low satisfaction and 100 high satisfaction. In figure 12, we present these consolidated results. We realized that the DMs were satisfied with the results achieved by the qualitative methods (VDA).

As an average for all the solutions of all DM’s, the value of 83.5 points was reached. Satisfactory notes to this approach demonstrate that the methodology employed here has excellent potential to address the selection and prioritization of software requirements.

![Figure 12. DM's score for the solutions generated by the VDA methodology](image)

**10. Conclusions**

In this work, we can demonstrate the ability of Verbal Decision Analysis and its methods to solve problems related to the selection and prioritization of software requirements. We note that this task is almost always difficult for the decision-maker and that wrong choice in this processing context can impact the whole development project.

Thus, to demonstrate the accuracy of this research, we seek to bring our empirical development scenarios to those found in real development projects, as well as the technical capabilities of the VDA methods, which are still limited in this field. It is essential to put strict restrictions on forcing methods to seek efficiency. The importance of the requirement for a customer and its importance to the company is another bias we consider because in some cases, a customer wants to implement a requirement that he can afford in that period.

In previous research [9-11] good evaluations were achieved using only the ordering of requirements, but we understand that a classification preceding this helped in the preference elicitation process because the DM was able to do it more lightly and less costly. We did this in [12], and we saw that if we changed the methods, we could find even better results, like the one we observed here. Therefore, the use of the SAC method as a classifier was relevant here as well, because those requirements that were far from the objectives and constraints have already been disregarded.

We observed that the method adopted in this work to select or prioritize software requirements using SAC and ORCON obtained better results for more complex problems in relation to the ORCLASS and Zapros III-i methods. Thus, it is worth mentioning that the idea of creating a structure capable of identifying the complexity of a problem and automatically adopting the most appropriate methods to solve it is entirely feasible. This work shows us that this is possible.

Another decisive factor in this work is that we were able to listen to the DM’s opinion during the process precisely because he was the protagonist in the choices of the best alternatives for him considering, in addition to everything, his professional experience, which gives value to his results.

Search-Based Software Engineer has a recognized role in the area of optimization, using metaheuristics of the most varied to solve several types of problems such as verification, selection, allocation, prioritization and order of requirements, among others. We note that optimization reduces time in the search process for optimal solutions [36,37]. This work demonstrates that there may be other alternatives, albeit modest ones, to solve these types of problems. In this case, both areas gain from this research because there are innumerable possibilities for projects between them.
The feasibility of this work is positive when we use Verbal Decision Analysis as a tool to support the decision making of a software development project in the task of classifying software requirements. The SBSE field has been carrying out this task for some time, but we have the opportunity to see that another area, in this case, the VDA, can do the same task satisfactorily. This research allowed us, more and more, to evolve more in the search for the validation of this new methodology and also in the feasibility of building a framework that decides and applies the best VDA methods for specific problems.

In future work, one can increase the degree of difficulty (Table 1) for VDA methods. One can try to find results with a more significant number of requirements. A framework developed using the methodology proposed here would be of great importance as it would leave the process even faster.
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