COIIoT – An Interface between CoAP and OSGP Protocols for the Integration of Internet of Things Devices with Smart Grids
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Abstract: The evolution and miniaturization of the technologies for processing, storage, and communication have enabled computer systems to process a high volume of information and make decisions without human intervention. Within this context, several systems architectures and models have gained prominences, such as the Internet of Things (IoT) and Smart Grids (SGs). SGs use communication protocols to exchange information, among which the Open Smart Grid Protocol (OSGP) stands out. In contrast, this protocol does not have integration support with IoT systems that use some already consolidated communication protocols, such as the Constrained Application Protocol (CoAP). Thus, this work develops the integration of the protocols OSGP and CoAP to allow the communication between conventional IoT systems and systems dedicated to SGs. Results demonstrate the effectiveness of this integration, with the minimum impact on the flow of commands and data, making possible the use of the developed CoAP-OSGP Interface for Internet of Things (COIIoT).
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1. Introduction

The term Internet of Things (IoT) was first proposed by Kevin Ashton in 1999 to draw the attention of P&G (Procter & Gamble) executives to the use of Radio-Frequency Identification (RFID) in supply chains and establish a relationship with the Internet [1]. The International Telecommunication Union (ITU) defines IoT as a global infrastructure for the information society, enabling advanced services by interconnecting things based on interoperable information and communication technologies [2]. This infrastructure also involves technologies for acquisition, storage, and processing of embeddable data [3–6]. The term IoT fits into this context and encompasses any object, device, machine, and utensil with which we interact and depend on [7].

The main features of infrastructure in IoT systems are [3]: (i) device heterogeneity, given the amount and diversity of applications and data types that are required; (ii) resource constraint, such as limited power supply and processing capacity; (iii) spontaneous interaction, for example, from users and objects; (iv) ultra-wide-scale communication network, to cater for all nodes and the large number of events that can happen; (v) dynamic networks, to allow a constant connection; (vi) data context, to process data and information; (vii) intelligence, for decision making; and (viii) application environment, to learn how to process the data.
The primary features of IoT applications include [3]: (i) diversity, as different applications have different requirements and probably require varying architectures; (ii) real-time, to perform actions according to the time requirements of the target application; (iii) security and privacy, to protect applications, networks, and users; and (iv) service model, with the Everything-as-a-Service (XaaS) model being very efficient, scalable, and user-friendly [8,9]. IoT applications are diverse and some typical applications include healthcare, Industry 4.0, logistics, and smart cities [3]. The latter is further subdivided into traffic, sanitation, agriculture, security surveillance, and Smart Grids (SGs), which are the focus of this article.

SGs are different from traditional power grids, which are structures with the only function of transmitting and distributing electricity from remote power plants to end consumers. On the other hand, SGs present the idea of intensive use of information and communication technology in the electrical network through the possibility of communication of the status of various components on the network. This feature enables the implementation of strategies for control, operation, and improvement of the system in a much more efficient manner than those currently existing.

Several standards can be used for IoT communication, such as Constrained Application Protocol (CoAP) and Message Queue Telemetry Transport (MQTT). These protocols can be applied to a general IoT context, but are not recommended or standardized for use in SGs, as the Open Smart Grid Protocol (OSGP) is. A solution is necessary to integrate those protocols and enable data exchanges between general application protocols and specific application protocols such as OSGP.

Given the heterogeneity of general and specific applications and protocols, we identified a gap regarding the mapping of data packets between CoAP and OSGP. This mapping would enable IoT systems applied to residential and industrial plants to obtain and provide information to SGs. Within this context, this paper presents the integration between the CoAP and OSGP communication protocols in a solution that we call CoAP and OSGP Integration for the Internet of Things (COIIoT). To the best of our knowledge, this is the first adaptation between CoAP and OSGP.

The remainder of this article is organized as follows. Section 2 provides a brief background on communication protocols with an emphasis on CoAP and OSGP. Next, Section 3 discusses some related work. Section 4, in turn, presents the architecture of the proposed integration architecture and the materials and methods employed in its development and evaluation. Following, Section 5 presents and discusses the results obtained in the experiments. Finally, in Section 6, we give the final remarks and discuss future work.

2. Background

2.1. Smart Grids

SGs are introducing a new paradigm for electrical power systems. This new concept intrinsically carries some characteristics indicated in [10], which are: intelligence, efficiency, accommodation, quality, resilience, reliability, and green. According to these authors, SGs will effectively be a complex Cyber-Physical System (CPS) that will take advantage of multiple embedded intelligent technologies to increase the safety and reliability of the power system.

There are four major changes that mark the implementation of SGs [11]:

- **Advanced metering infrastructure:** i.e., the intelligent meters.
- **Intermittent and renewable energy sources:** consumers will be able to supply energy to the network, leading to an additional bidirectional flow of energy, control, and communication in the electrical grid. This bi-directional flow of energy and information is an important characteristic of SGs that we can consider as an overlapping of the Internet on the electrical network.
- **Electric vehicles:** the use of this kind of vehicle will influence the function and reliability of distribution systems.
• **Cyber-physical systems**: even though in any level of the electrical power system contains some aspect of automation, communication, and software, transforming the current electrical grid into a true CPS requires a massive infusion of technology.

Furthermore, SGs have some peculiar characteristics[11]:

• **Self-recovery**: the ability to automatically detect, analyze, respond, and restore failures in the network.
• **Empowerment of the consumer**: the ability to include equipment and behavior of consumers in the processes of planning and operation of a network.
• **Tolerance to external attacks**: the ability to mitigate and resist physical and cyber-attacks.
• **Quality of energy**: providing electricity with the quality demanded by the digital society.
• **Accommodate a large variety of sources and demands**: the ability to integrate transparently (plug-and-play) a variety of energy sources of various sizes and technologies.
• **Reduce the environmental impact of the electrical production system**: reducing losses and using sources of low environmental impact.
• **Make feasible and benefit from competitive energy markets**: favor the retail market and microgeneration.

The term empowerment reflects the importance that the consumer will have in the SGs as a continuous source of information and data. At the same time, SGs will be able to receive information and commands from the electrical utility, based, for example, on a demand response program, which is one of the several services available in a SG.

As highlighted in [12], SGs offer communication control and services that are capable of executing dynamic energy management, Advanced Metering Infrastructure (AMI) with Automatic Meter Reading (AMR) devices, and demand response services. Concerning automatic meter reading, in this study, the authors present results involving the use of the data from the AMR installed in a SG in Korea to generate clusters of typical load curves, which will serve to classify consumers who do not have AMR.

Demand response is considered an attractive way to reduce peak demand and obtain ancillary services in power systems. With SGs, the demand response services will be facilitated by the automation of infrastructure from the distribution network, by the possibility for bidirectional communication, and by the energy management programs or demand-side management, implemented in the SGs. In this case, the use of electronic meters with embedded intelligence is essential for the success of this type of program.

The innovations present in SGs, such as electronic meters, communication networks, Phasor Measurement Unit (PMU) sensors, and control devices (intelligent relays), in addition to integration of renewable energy sources and electrical vehicles, will increase the vulnerability of the electrical grid to cyber-attacks, thus increasing the urgency and importance of cyber-security studies, as stressed by [13]. In this sense, the authors of [10] emphasizes that cyber-security will be a necessary service in SGs and highlight three main aspects: reliability, integrity, and availability. These authors also pointed up the characteristics that the intelligent networks must have against cyber-attacks, involving the ability to identify, react to attacks, and prevent difficulties (attacks, intrusions, and failures) in real-time.

### 2.2. IoT Communication Protocols

In IoT, communication devices and networks are not isolated but connected and integrated to form a computer network. This feature brings the need for regular communication within the computer network, but it is constrained by the devices that make up IoT systems, which has limited power supply and storage and processing capacities.

Traditional protocols, such as Transmission Control Protocol (TCP), do not deal well with the limitations imposed by IoT devices, given the overheads generated by the process layers in these protocols. Furthermore, these protocols face addressing issues with each device. One of the alternatives...
to solve this problem was the adoption of Internet Protocol v6 (IPv6) and its new concepts, such as IPv6 over Low power Wireless Personal Area Networks (6LoWPAN), conceived of the idea of assigning an address to computationally restricted devices [14]. To this end, the Internet Engineering Task Force (IETF) and other standards bodies have defined and developed application protocols for resource-constrained devices. Examples of protocols developed by IETF are CoAP and Routing Protocol for Low Power and Lossy Networks (RPL) [15].

In addition to CoAP, other protocols are used to develop solutions for IoT, especially when focusing on Machine-to-Machine (M2M) communication. These alternatives may include: (i) MQTT; (ii) Extensible Messaging and Presence Protocol (XMPP); (iii) RESTful Services; (iv) Advanced Message Queuing Protocol (AMQP); (v) Data Distribution Service (DDS); and (vi) OSGP. The two most common types of communication in IoT are request/response, as in CoAP, and publish/subscribe, used in MQTT.

The MQTT protocol was introduced by IBM in 1999 and standardized by OASIS in 2013. This protocol provides built-in connectivity between applications, middleware, networks, and communication technology. MQTT is asynchronous, based on publish/subscribe communication, and is made up of a broker (who contains topics) and several clients (who publish or subscribe to the topics). A client can send data to a topic or receive data from a topic it subscribes as a publisher updates this topic. This protocol has reliability on three Quality of Service (QoS) levels: (i) fire and forget; (ii) delivered at least once; (iii) delivered exactly once. MQTT executes over TCP, and thus security is performed using the services of this protocol [16–19].

2.3. Constrained Application Protocol

CoAP is a synchronous request/response protocol developed for resource constrained devices. The protocol uses the methods GET, POST, PUT, and DELETE from Hypertext Transfer Protocol (HTTP), allowing these two protocols to work together [20]. The commands used by CoAP allow interactions in a client/server architecture. CoAP operates on the User Datagram Protocol (UDP) to keep its implementation lightweight. Because it works over UDP, CoAP implements its reliability mechanisms by using two bits in the packet header to define the message type and the QoS level. The messages can be: (i) committable; (ii) unverifiable; (iii) recognition; and (iv) reset [15,17,18]. Fig. 1 simply illustrates the protocol stack of CoAP by identifying its two layers.

![CoAP Protocol Stack](image)

**Figura 1.** Simplified layered stack from CoAP (adapted from [20]).

2.4. Open Smart Grid Protocol

OSGP is a reference architecture for communication between devices operating over SGs [21]. The main purpose of this architecture is to provide greater control of electricity consumption and supply between customers and service providers in order to provide useful information to consumers of these services. OSGP is standardized by European Telecommunications Standards Institute (ETSI) and its layers are defined by the ETSI GS OSG 001, ISO/IEC 14908 and ETSI TS 103 908 specifications.
is designed to work on a variety of SG devices. In order to avoid collisions, the protocol uses a master-slave architecture, and the nodes are not able to hear each other. Therefore, OSGP does not support overlapping transactions, and procedures must be executed strictly one at a time, waiting for a first result of the procedure before triggering the next.

OSGP is divided into three main layers: (i) Application (ETSI GS OSG 001) [21]; (ii) Network (ISO/IEC 14908); and (iii) Physical (ETSI TS 103 908). Fig. 2 illustrates the protocol stack and the corresponding seven layers of the Open System Interconnection (OSI) model. The protocol is of request/response type [22,23].

![Figura 2. Simplified layered stack of OSGP (adapted from [24]).](image)

3. Related Work

We can find in the literature a set of works that present the adaptation of CoAP to communication protocols used in SGs, such as the ETSI M2M, Distributed Network Protocol 3.0 (DNP3.0) and International Electrotechnical Commission (IEC) 61850 protocols. As we can see in the works summarized in Table 1, some techniques used for protocol adaptation include native Application Interface Programming (API) and Uniform Resource Identifier (URI) mapping. These solutions are analyzed below.

<table>
<thead>
<tr>
<th>Work</th>
<th>IoT</th>
<th>SG</th>
<th>Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>CoAP</td>
<td>ETSI M2M</td>
<td>Native API</td>
</tr>
<tr>
<td>[26]</td>
<td>CoAP</td>
<td>DNP3.0</td>
<td>URI mapping</td>
</tr>
<tr>
<td>[27]</td>
<td>CoAP</td>
<td>IEC 61850</td>
<td>URI mapping</td>
</tr>
<tr>
<td>[28]</td>
<td>CoAP</td>
<td>IEC 61850</td>
<td>URI mapping</td>
</tr>
</tbody>
</table>

In [25], the authors present the ETSI M2M system that addresses some issues in SGs identified and discussed in the literature. The work adopts CoAP as its native application layer protocol and uses it to carry all messages. Such services are made available using an open and native API. CoAP is used for communication with the transmission system, the distribution system, and consumers. The service-oriented demonstration prototype enables integration of a variety of M2M devices and utilizes a variety of communication technologies such as IEEE 802.15.4, 3G and GSM/GPRS.

The authors of [26] present an integration between CoAP and DNP3.0 protocols in order to implement a gateway to support CoAP in SGs; the integration allows communication M2M communication. To perform the integration between the protocols, the authors implemented a mapping layer as an interface. This interface is required because both protocols use layers that offer services...
with different protocols. DNP3.0 uses High-level Data Link Control (HDLC) and CoAP uses UDP. The authors used the GET and PUT methods of CoAP mapped, respectively, to the READ and WRITE methods of DNP3.0 to test and evaluate their implementation. A comparison of CoAP with Simple Object Access Protocol (SOAP) showed that the former performs better than the latter because SOAP adopts TCP, even using DNP3.0 services through adaptations.

An integration of CoAP with the IEC 61850 protocol for SGs is presented in [27]. In the paper, the authors also applied a mapping layer approach to tailor message exchange between CoAP and IEC 61850, which uses TCP as the transport layer. The methods offered by both protocols are mapped to perform the conversion and enable message exchange. A gateway is responsible for protocol integration through a mapping layer. On conversion, the IEC 61850 protocol information model is converted to a URI of the CoAP protocol. In traffic tests, the authors observed that packet delay in the network was negatively affected, having a higher latency than in the individual evaluation of the protocols.

In [28], the authors review protocols possible to be integrated with IEC 61850. Through this review, the authors decided to use CoAP because it is a standard already used in IoT and for being targeted at resource-constrained devices. The mapping of CoAP (GET, PUT, POST, and DELETE) methods to IEC 61850 methods is performed using CoAP URI. For adaptation between the protocols, the authors developed modules that have specific functions and reduce the complexity of integration. The authors state that their implementation is better than that of [27] because it covers all Abstract Communication Service Interface (ACSI) services.

The works described above demonstrate the relevance of adapting CoAP for use in conjunction with SGs systems. According to the reported literature, the integration of a widely used IoT protocol developed for resource-constrained devices allows increasing the insertion of devices into the system. This integration enables a broader range of functionalities to be made available to SGs, as well as adding higher levels of management and automation to consumers and service providers.

In this article, we introduce the integration between CoAP and OSGP, which also allows the IEC 61850 and OSGP protocols to exchange messages through CoAP. As we mentioned before, the proposed solution is named COIIoT, the acronym for ‘CoAP and OSGP Integration for Internet of Things.’ The next section describes its architecture and how we implemented and evaluated it.

4. Materials and Methods

4.1. Development

We employed the default frameworks of CoAP and OSGP without any modification. For the integration between the protocols, we applied a function mapping layer, individually assigning each type of request/response. We defined the mapping between packets so that the OSGP packet travels internally in CoAP and vice-versa. The proposed model acts as a gateway, serving for the integration between the protocols, and its structure is shown in Fig. 3. CoAP uses UDP on the transport layer to travel to the gateway, while OSGP travels through its specific protocols to SGs, i.e., ISO/IEC 14908, and ETSI TS 103 908.

We also addressed the mapping of requests and responses and used two packet types in OSGP: request (which is categorized as Full or Partial) and response. For CoAP, we implemented the PUT, GET, and POST methods and use the MicroCoAP [29] library for implementation. This library was chosen because it has a small size and comprises all the methods necessary for this work. The entire development was done using C language to enable future implementations on resource-constrained devices such as microcontrollers.

As specified by the application layer [21], the OSGP transmission packet has all the message fields in Most Significant Byte (MSB) format, with the data field being the only exception. For security reasons, a sequence number and a summary are added by the security mechanism of OSGP in all messages. For pending tables, all count and length fields include the Pending Event Descriptor (PED),
when it is present. The current version of COIIoT does not yet fully implement the support for pending tables, as it is not a requirement for communication. However, this version already provides the treatment of this structure in code if it is requested.

The checksum is calculated based on the PED and data fields. For partial reads and writes, offset is not affected by the presence of the PED. For example, to read 4 bytes of offset 3 from a pending table, count would equal 10, and offset would equal 3 [30]. The device using OSGP knows by the table ID whether to expect PED or not.

Fig. 4 shows the packet mapping between CoAP and OSGP. In this figure, the client CoAP sends a message directed to the SG network via COIIoT) interface. CoAP executes a GET method using the MicroCoAP library, which is mapped to an OSGP Partial Read request. At the mapping, the CoAP-based packet extracts the request type, the message identifier, and the packet size, and then analyzes the received message. Afterward, the mapping layer matches the request received from CoAP to a request to be sent to OSGP. The payload of the CoAP packet is mapped into two fields of the OSGP packet. The first field (count) contains the message size, and the second field (offset) encloses the contents of the message.

In Fig. 5, the OSGP packet inserted into PED for pending queue management is shown; it will be included in the options field of CoAP. The count field reports the message size and is mapped directly to the payload size field of the CoAP packet. Among the services mapped between CoAP and OSGP,
some of them depend on information from other protocols and implementations, such as pending events from OSGP.

![Diagram of MicroCoAP and OSGP Partial Response Read]

**Figura 5.** Mapping a response packet from OSGP to CoAP.

Algorithms 1–4 describe the methods used to map requests from the CoAP domain to the OSGP domain. For instance, in Algorithm 1, the `tableID` parameter, which is as an identifier in OSGP, takes the protocol header identifier from CoAP. The command that will be executed is defined by code and remains unchanged. The mapping still checks against PED because if the OSGP packet implements this attribute, it is mapped to a CoAP parameter. Following, Algorithms 5–8 (shown in Appendix A) describe the methods developed to map requests from the OSGP domain to the CoAP domain. Finally, Algorithms 9–12 (also shown in Appendix A) describe the methods designed to map the responses to the requests received by each domain. It is worth noting that the same method is used to map the responses for partial and full write requests, as well as for partial and full read requests.

---

**Algorithm 1: PUT_to_Partial_Write_request**

**Input:** CoAP PUT packet  
**Output:** OSGP APDU partial write request

```plaintext
1 if CoAP packet ≤ OSGP APDU write request then
2     APDU.command ← write_partial;
3     APDU.tableID ← packet.id;
4     APDU.offset ← packet.payload_offset;
5     APDU.count_bytes ← packet.payload_size-3;
6     APDU.pedding_event ← NULL;
7     if PED and packet.options = Size1 then
8         APDU.pedding_event ← packet.options;
9    foreach payload_data i ∈ packet do
10        APDU.payload ← packet.payload;
11 return OSGP APDU partial write request
```

---
Algorithm 2: POST_to_Full_Write_request

**Input**: CoAP POST packet  
**Output**: OSGP APDU full write request

1. if CoAP packet ≤ OSGP APDU write request then
   2. APDU.command ← write_full;
   3. APDU.tableID ← packet.id;
   4. APDU.count ← packet.payload_length;
   5. APDU.pedding_event ← NULL;
   6. if PED and packet.options = Size1 then
      7. APDU.pedding_event ← packet.options;
   8. foreach payload data $i \in$ packet do
      9. APDU.payload ← packet.payload;
   10. return OSGP APDU full write request

Algorithm 3: GET_to_Partial_Read_request

**Input**: CoAP GET packet  
**Output**: OSGP APDU partial read request

1. if CoAP packet payload length ≤ OSGP APDU read request then
   2. APDU.command ← partial_table_read;
   3. APDU.tableID ← packet.id;
   4. APDU.count ← packet.payload_length;
   5. APDU.offset ← packet.payload.data;
   6. return OSGP APDU partial read request

Algorithm 4: GET_to_Full_Read_request

**Input**: CoAP GET packet  
**Output**: OSGP APDU full read request

1. APDU.tableID ← packet.id;
2. APDU.command ← full_table_read;
3. return OSGP APDU full read request

We can see from the algorithms that packets from both protocols have their fields redistributed to the other protocol during mapping. This approach differs from the one used in the works mentioned above, which apply URI mapping.

It is worth mentioning that the algorithms presented above (and in Appendix A) do not represent all the constraints imposed by the programming language and the libraries used, which mainly add complexity in the implementation.

4.2. Evaluation

As a test scenario, we used a CoAP client named Copper for the Mozilla Firefox browser and a client implemented using the libCoAP library. The test environment that simulated a gateway featured the Debian GNU/Linux 8 (Jessie) 64-bit operating system, Intel® Dual-Core™ 2.5 GHz 64-bit processor and 4 GB of main memory.
In testing, we measured the time to perform mapping on each communication, and verified and characterized function by function. For testing, we used varying OSGP packet sizes up to 114 bytes (the limit specified by the protocol). For CoAP, we adopted the same packet size in all communications, i.e., 512 bytes.

It is noteworthy to mention that our evaluations were performed on mapping methods only and did not take the function calls into account. This approach was used because this work describes a mapping layer that integrates a larger IoT system. Another aspect that we did not address in this work is the security of the transmitted data because it does not impact the interface operation directly. We consider that security is a requirement that can be addressed directly at the sender and receiver ends, which is beyond the scope of this work.

5. Results

Table 2 summarizes the results obtained from the experiments, presenting the memory requirements for every packet and the latency of each mapping function. We can observe that the OSGP packets require less memory than the CoAP packets, which has the same size for all the functions. It is worth mentioning that all the tests were performed using packets with a 6-byte payload. Regarding performance, we can observe that the most expensive communication is the one that comprises the mapping of a CoAP PUT request to an OSGP Partial Write request (790 ns), and its corresponding response (470 ns). This worst case mapping consumes 1.260 ms for request and response. The experimental results also show that the response algorithms, although relatively simple in their implementation, have a relatively high impact when compared to request methods. This cost is due in part to the library used to implement the CoAP protocol.

<table>
<thead>
<tr>
<th>Type</th>
<th>Method</th>
<th>CoAP (Bytes)</th>
<th>OSGP (Bytes)</th>
<th>Latency (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request</td>
<td>PUT → Partial Write</td>
<td>1</td>
<td>512</td>
<td>112</td>
</tr>
<tr>
<td>Request</td>
<td>POST → Full Write</td>
<td>2</td>
<td>512</td>
<td>88</td>
</tr>
<tr>
<td>Request</td>
<td>GET → Partial Read</td>
<td>3</td>
<td>512</td>
<td>64</td>
</tr>
<tr>
<td>Request</td>
<td>GET → Full Read</td>
<td>4</td>
<td>512</td>
<td>24</td>
</tr>
<tr>
<td>Request</td>
<td>Partial Write → PUT</td>
<td>5</td>
<td>512</td>
<td>112</td>
</tr>
<tr>
<td>Request</td>
<td>Full Write → POST</td>
<td>6</td>
<td>512</td>
<td>88</td>
</tr>
<tr>
<td>Request</td>
<td>Partial Read → GET</td>
<td>7</td>
<td>512</td>
<td>64</td>
</tr>
<tr>
<td>Request</td>
<td>Full Read → GET</td>
<td>8</td>
<td>512</td>
<td>24</td>
</tr>
<tr>
<td>Response</td>
<td>Write → PUT/POST</td>
<td>9</td>
<td>512</td>
<td>8</td>
</tr>
<tr>
<td>Response</td>
<td>Read → GET</td>
<td>10</td>
<td>512</td>
<td>72</td>
</tr>
<tr>
<td>Response</td>
<td>PUT/POST → Write</td>
<td>11</td>
<td>512</td>
<td>8</td>
</tr>
<tr>
<td>Response</td>
<td>GET → Read</td>
<td>12</td>
<td>512</td>
<td>72</td>
</tr>
</tbody>
</table>

The low latency observed in the results above is due to the type of gateway used in our experiments, a desktop computer that plays the role of a server present in the environment automated by IoT technologies. This approach allows for a low interface impact in conjunction with other features that may be present in home automation systems, for example. However, it is worth noting that a desktop-based gateway has high power consumption, and we could employ more efficient solutions based on low-power embedded processors. Nevertheless, this approach would increase mapping latency, and this trade-off should be evaluated considering the requirements of the target application.
6. Conclusions

This work presented COIIoT, a mapping interface for the integration between CoAP and OSGP. The goal of this interface is to enable the data exchange between IoT devices used in home and industry applications and a SG infrastructure. The developed interface comprises a set of mapping functions that translates the methods used in each protocol and has a low cost that enables its use with low impact in communication. Furthermore, the mapping interface reduces the time necessary for application development as it abstracts the complexity involved in the communication between the protocols.

It is worth highlighting that latency is a crucial aspect to be taken into account in SGs, especially concerning the communication between automation devices of a power distribution network. Thus, despite being preliminary, the results obtained in this work indicate the kind of communication protocol influences the latency.

As future work, we intend to apply COIIoT in a physical testbed to evaluate it in a real application. Our goal is to obtain metrics regarding performance and energy consumption when running it COIIoT on microcontroller-based IoT devices communicating with a SG infrastructure.
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Abbreviations

The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>6LoWPAN</td>
<td>IPv6 over Low power Wireless Personal Area Networks</td>
</tr>
<tr>
<td>ACSI</td>
<td>Abstract Communication Service Interface</td>
</tr>
<tr>
<td>AMI</td>
<td>Advanced Metering Infrastructure</td>
</tr>
<tr>
<td>AMR</td>
<td>Automatic Meter Reading</td>
</tr>
<tr>
<td>AMQP</td>
<td>Advanced Message Queuing Protocol</td>
</tr>
<tr>
<td>API</td>
<td>Application Interface Programming</td>
</tr>
<tr>
<td>CoAP</td>
<td>Constrained Application Protocol</td>
</tr>
<tr>
<td>COIIoT</td>
<td>CoAP and OSGP Integration for Internet of Things</td>
</tr>
<tr>
<td>CPS</td>
<td>Cyber-Physical System</td>
</tr>
<tr>
<td>DDS</td>
<td>Data Distribution Service</td>
</tr>
<tr>
<td>DNP3.0</td>
<td>Distributed Network Protocol 3.0</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunications Standards Institute</td>
</tr>
<tr>
<td>HDLC</td>
<td>High-level Data Link Control</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IPv6</td>
<td>Internet Protocol 6</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
</tbody>
</table>
Apêndice A

This appendix present the algorithms designed for the methods implemented to map the requests from the OSGP domain to the CoAP domain (Algorithms 5–8), as well as the responses between the two domains (Algorithms 9–12).

**Algorithm 5: Partial_Write_to_PUT_request**

**Input**: OSGP APDU partial write request  
**Output**: CoAP PUT packet

1. packet.version ← CoAP Version;
2. packet.request_type ← PUT;
3. packet.hdr.code ← WRITE;
4. packet.id ← APDU.tableID;
5. packet.command ← APDU.command;
6. packet.options ← 0;
7. packet.payload.data ← APDU.offset ∨ APDU.payload;
8. return CoAP packet PUT request

**Algorithm 6: Full_Write_to_POST_request**

**Input**: OSGP APDU full write request  
**Output**: CoAP POST packet

1. packet.version ← CoAP Version;
2. packet.request_type ← POST;
3. packet.hdr.code ← WRITE;
4. packet.id ← APDU.tableID;
5. packet.command ← APDU.command;
6. packet.options ← 0;
7. packet.payload_length ← APDU.count_bytes;
8. packet.payload.data ← APDU.payload;
9. return CoAP packet POST request
Algorithm 7: Partial_Read_to_GET_request

Input: OSGP APDU partial read request
Output: CoAP GET packet

1. packet.version ← CoAP Version;
2. packet.request_type ← GET;
3. packet.hdr.code ← READ;
4. packet.id ← APDU.tableID;
5. packet.command ← APDU.command;
6. packet.options ← 0;
7. packet.payload.data ← APDU.offset;
8. return CoAP GET packet request

Algorithm 8: Full_Read_to_GET_request

Input: OSGP APDU full read request
Output: CoAP GET packet

1. packet.version ← CoAP Version;
2. packet.request_type ← GET;
3. packet.hdr.code ← READ; packet.id ← APDU.tableID;
4. packet.command ← APDU.command;
5. packet.options ← 0;
6. packet.payload.data ← NULL;
7. return CoAP GET request

Algorithm 9: Write_to_PUT_POST_response

Input: OSGP APDU write response
Output: CoAP packet

1. if APDU response = OK then
2.     packet.hdr.code ← Valid Code;
3. else
4.     packet.hdr.code ← Invalid Code;
5. return CoAP packet
Algorithm 10: Read_to_GET_response

**Input**: OSGP APDU partial read response  
**Output**: CoAP packet

1. if APDU response = OK then
2.   packet.hdr.code ← Valid Code;
3. else
4.   packet.hdr.code ← Invalid Code;
5. packet.payload_length ← APDU.count_bytes;
6. if APDU PED ≠ NULL then
7.   packet.options.num ← Size1;
8.   packet.options.buffer_data ← APDU.PED;
9.   packet.options.buffer_size ← APDU.PED_size;
10.   packet.hdr.num_opts ← 1;
11. if APDU bytes > MAX_SIZE and table read then
12.   return ERROR;
13. else
14.   packet.payload.data ← APDU.data;
15. return CoAP packet

Algorithm 11: PUT_POST_to_Write_response

**Input**: CoAP packet  
**Output**: OSGP APDU write response

1. if CoAP code = write complete then
2.   return OSGP APDU write complete
3. else
4.   return OSGP APDU write error

Algorithm 12: GET_to_Read_response

**Input**: CoAP packet  
**Output**: OSGP APDU read response

1. if CoAP code = write complete then
2.   APDU.count_bytes ← packet.payload_length;
3.   APDU.payload ← packet.payload.data;
4.   return OSGP write complete
5. else
6.   return OSGP write error
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