A practical guide for conducting calibration and decision-making optimisation with complex ecological models.
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Abstract

Calibrating ecological models or making decisions with them is an optimisation problem with challenging methodological issues. Depending on the optimisation formulation, there may be a large variety of optimisation configurations (e.g. multiple objectives, constraints, stochastic criteria) and finding a single acceptable solution may be difficult. The challenges are exacerbated by the high computational cost and the non linear or elusive mathematical
properties that increased with the complexity of numerical models. From the feedbacks of practitioners, the need for a guideline for conducting optimisation of complex models has emerged. In this context, we propose a practical guide for the complex model optimisation process, covering both calibration and decision-making. The guide sets out the workflow with recommendations for each step based on existing tools and methods usually scattered throughout the literature. This guide is accompanied with an ODDO template (Overview, Design, Details of Optimisation) to standardise the published description of model-based optimisation and suggests research directions.
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1 Introduction

Scientists are facing the challenge of modelling the complexity inherent in biological, ecological, social and socio-ecological systems to study real systems, anticipate changes and assist decision-making processes ([36] and see Annex 1 for illustrations). The continuous increase in computer power associated with easier access to simpler computer programming and increasing data availability, have favored the development of increasingly complex models. Complex models provide a more realistic description of the real system and allow to address a wider range of questions than simple models [24]. However, outcomes of complex models are generally thought to be more sensitive, less robust and less generic than those of simple models [75,4]. Moreover, simple models are easier to implement, analyze, check and communicate [22]. All these statements may outweigh the benefits provided by complex models and weaken
the trust in the reliability of their outputs. It is one thing to run a model, it is quite another to
grant confidence to the model outputs [48].

In this context, calibration methods are useful tools to strengthen trust in complex models
[7,72]. Model calibration consists in fitting a model to observed data or established patterns by
tuning the values of some model parameters, i.e. seeking sets of model input parameters that
ensure that the model correctly reproduces observed or known functioning of the real system.

In practice, the calibration is generally carried out by seeking the set of model parameters that
minimises one (or several) objective function(s) and, as such, is based on numerical
optimisation (e.g. Annex 1). Objective functions aim at quantifying the discrepancy between
simulated and observed data/patterns and consequently, quantify the model fidelity to the
system of interest [35,115,81,72]. Alternatively, numerical optimisation is also widely used to
provide recommendations with complex models for environmental decision-making and
management. Here, unknown parameters relate to alternative decision and objective functions
quantify the outcome of the decision. For example “which policy can improve operational
processes and resolve conflicts between stakeholders?” is a common question that models can
help to answer optimising a modelled decision variable [59,105]. Decision-making using
models involves searching for an optimal configuration of decision variables (a subset of the
input variables with which the system can be controlled/steered) to meet given management
objectives [87].

Solving an optimisation problem is often difficult, especially in the context of complex models.
The first reason relates to the complexity of models by itself. For instance, numerical
optimisation generally requires to run a large amount of simulations, which is not always
possible because complex models often suffer from computationally intensive evaluations
[119]. Moreover, the objective functions of complex models very often display specific features
(e.g. among others discontinuities, non linearities, high dimension, stochasticity, multi-
modality) that raise specific methodological challenges [98,11]. The second reason is that a large diversity of skills is required to overcome these issues of complex optimisation, and few people master them all: thematic skills related to the model (formulating the problem and testing the solution), mathematics (formulating the objective function and creating the optimisation algorithm) and computer science (coding the algorithm and the model). In most cases, only one or two of these skills are the core business of the person conducting the optimisation. Modellers develop the models and best know their mathematical properties. Model users run the model, interpret the results and make decisions about the systems studied. Model users may have less knowledge of the models' properties (e.g., when the models are taken as black-boxes) and of optimisation methods. Numerical specialists develop the optimisation algorithms and know little about the model and its field of application. Statisticians can also provide important recommendations in the construction of the objective function and in the analysis of the results. Finally, programmers can be involved in the computer programming of the model or of the optimisation algorithm. Ideally, it would be beneficial if optimisation was undertaken in cooperation between the modeller, the model user, the numerical specialist, the programmer and the statistician. Yet there is undoubtedly too little contact between these groups of experts. This paper reflects a collective effort initiated at the MEXICO (Methods for numerical EXploratIon of COmplex models) Optimisation Workshop (MEOW [83], for more details see Annex 1) to enhance exchanges about complex ecological model optimisation among all types of experts involved in the topic. MEOW has revealed a general pragmatic but inhibiting strategy of model users. Most of them force themselves into twisting their optimisation issue to fit configurations they know and master rather than formulating the problem without a priori and selecting the most relevant (possibly new) approach. Among other things, MEOW highlighted a need for a practical guide for ecological modellers and model users to achieve efficient and effective complex model optimisation (Annex 1). This
paper aims at filling this gap by providing a guideline to complex model optimisation. The first challenge in the optimisation of complex models lies in the formulation of the problem. This step is always critical but is rarely described in the published work creating the illusion that optimisation can be reduced to the selection of the optimisation algorithm. Selecting an algorithm is the next arduous task in optimisation. As stated by the No Free Lunch Theorem [116], universally efficient solvers do not exist, so each problem requires an appropriate, case-specific choice of optimisation method [118,87]. This has lead to a vast literature with an abundant list of methods and a variety of implementations for each method as well as many variants or particular tunings (see e.g. [80,11]). However most papers are intended for numerical specialists. Finally, once the algorithm returns a solution, much work is still required to assess the quality of this solution and decide whether to stop the optimisation process and accept the solution found or to start the optimisation again, rectifying the process using the post-processing diagnostics [120,23]).

In this paper, we provide a practical guide dedicated to modellers and model users to help them to optimise complex systems models for both calibration and decision-making, in situation where the model is considered as a black-box. We do not claim to provide a new review of optimisation techniques and numerical algorithms but rather to describe and lead the user into a more comprehensive optimisation process. With the bias of a lack of knowledge of model properties, our objective is here to support them in conducting an informed optimisation approach through a well-defined formulation of the problem, a relevant selection of the algorithm and a rigorous analysis of the outcomes: in other words, performing a white-box optimisation process (also called « integrated approach » in [80]) while operating a black-box model. We describe the three main steps of an optimisation process (pre-processing in section 2, selecting the algorithm in section 3 and post-processing in section 4) and provide decision trees to help practitioners cutting their paths through what often looks like a jungle of questions.
and methods. Finally, in Section 5, we provide a practical template for summarizing and tracking an optimisation process called ODDO for Overview, Design, Details of Optimisation (by analogy with the ODD protocol of [38] for complex model description, recently updated [39].

2 Pre-processing

The main steps and decision rules (detailed below) of the optimisation pre-processing are described in Fig 1 and Fig 2. Pre-processing includes methods for defining, analysing and reshaping the problem formulation: data and parameters exploratory analysis, building an initial objective function, dimension reduction of S and reshaping the objective function. This step in the optimisation process may lead to a new formulation of the problem (see loops in Fig 2). The outcome of this analysis will facilitate the optimisation and help the model user selecting the appropriate algorithm (green boxes in Figs 1 and 2).

We can distinguish pre-processing methods that do not require any use of the model from those that require the model to be run to calculate the objective function. Contrary to post-processing (see Section 3.3), pre-processing does not require the use of any optimisation algorithm.

2.1 Problem formulation

The first step in any optimisation exercise is to achieve a formulation of the problem that reflects stakeholders purposes. This formulation is likely to be improved iteratively in course of the optimisation rounds (first results and post-processing, see following sections), but the primary aim is to state important aspects of the problem under consideration and come up with the key requirements for selecting an appropriate algorithm. We distinguish six items.

Item 1: Define the purpose of the optimisation. What is the purpose of the optimisation? Are we calibrating a model or optimising for decision-making? For model calibration, what are the
features to reproduce? Are we more interested by the model outputs (for example, to enhance predictive ability of the model) or by the value of estimated parameters themselves (for example, to understand the functioning of the studied system)? These specifications will influence the building of the objective function and the agreement on the quality of solution delivered by the algorithm.

Item 2 (for calibration): List all the data available to build the most accurate and relevant objective function. Data need to be distinguished between observations from the “real world” or expert knowledge. This distinction is necessary to take appropriate precautions to formulate the objective function. Treatments could actually differ whether data are quantitative or qualitative and collected according to a scientific protocol or opportunistically. It is also recommended to divide the dataset into two sets (by analogy with a statistical approach of parameters estimation) : the first uses to perform the calibration, the second to validate the model.

Item 3: List all parameters that need to be optimised, including their bounds, and whether the values are discrete or continuous. For decision-making, the parameters are the decision variables. These parameters will be called optimisation parameters, denoted as $x$, and the set of possible values they can take on the parameters space, $S$ (sometimes called search space in literature), so that $x \in S$. Most optimisation algorithms can deal with bounds on parameters, but only few of them can deal with discrete parameters, consequently, in many situations the user will have to find a workaround in the objective function.

Item 4: In addition to parameter bounds, set out constraints such as inequalities or equalities between parameters and between model outputs. The existence of additional constraints will guide the choice of an optimisation algorithm that can cope with such features.
Item 5: List the sources of uncertainty in data and processes. Process uncertainty generally corresponds to stochasticity in the model and raise specific problems for the construction of the objective function. Uncertainty in data used as observations of the real world, may lead to consider them differently in the building of the objective function (weights, ranges, trends or summary statistics instead of point values).

Item 6: Formulate the objective function(s), \( f \) (or \( (f_i)_i \)), to be optimised, specifying their number. The values taken by \( f \) (or \( (f_i)_i \)), define what we call the objective space denoted as \( \Omega \) (or \( \otimes_i \Omega_i \)). For calibration, the objective function quantifies the discrepancy between model outputs and observations with possible penalty terms accounting for constraints (e.g., regularization of the model outputs). For decision-making, it quantifies the effects of the decision variables on the output of interest.

### 2.2 Data and parameters exploratory analysis

For calibration, the model is fitted to one or several datasets. As in any modelling exercise, the first pre-processing step consists in an exploratory analysis of the available data. We will not detail this step since it is not specific to optimisation problems, however it is necessary to explore the observations for detecting common modelling pitfalls such as outliers, over-dispersion and correlations (e.g recipes in [121,122]). The user may want to get rid of these features to prevent the optimisation algorithm to be slow or to fail in reproducing them.

In the presence of discrete parameters in the objective function, it is necessary to distinguish between quantitative and qualitative (categorical) parameters. If the discrete parameter is quantitative (for example, an integer), two approaches can be conducted. Either the user treats the integer parameter as a real parameter (possibly after a log-transformation) and then shifts to the regular continuous optimisation configuration, or either he keeps the discrete values and shifts to a “mixed” optimisation configuration. For this latter approach, some optimisation
algorithms have been specifically developed but are not the most prevalent and easily available (see section 3.2.3). Although the former approach looks much simpler at first glance, there is no guarantee that the model converges to the optimum (see section 4.2). If the parameter is purely categorical (a factor with unordered levels), the problem is more complex and there is no general solution. Very often, the user will have to carry out the optimisation for each level of the categorical parameter (i.e. an enumeration) and compare the results [71]. This can become very time-consuming, especially if the model has many categorical parameters.

2.3 Building an initial objective function

This is probably the most critical point as, regardless of the techniques deployed to answer a question, the quality of the answer depends on the quality of the question. In calibration, the objective function quantifies the discrepancy between model outputs and observations from the system the model seeks to mimic. It can express the goal to reproduce observations by estimating key parameters of the system as a way to improve the understanding of the system. The objective function is therefore a measure of the distance between the observed data and the model outputs. When data are quantitative, the most common functions are the least-squares distance and more generally the likelihood function, both of which have useful and well-known statistical properties [74,47]. When the value of the parameters are one of the aim of the calibration exercise, or if uncertainty in model predictions are important (for example for risk analysis), these statistical properties can be valuable because they allow to estimate confidence intervals around parameter estimates or predictions. In decision tasks, an operational model is optimised to assess limit conditions (e.g., "what is the largest/smallest response of the system such that ")}, minimise a risk or evidence trade-offs. Note that methodologies have been proposed to assist model users in the construction of the objective functions, for example to choose the most relevant statistics for an ABC optimisation algorithm [8, 26, 85,125]. When data are qualitative (e.g. zones, behavior), tricks are needed to consider them using a
quantitative index (e.g. area of the zone, classification of behaviors in numbered groups) or summarise the patterns of interest quantitatively (pattern-oriented approach, [35, 108]. Here important questions need to be raised and answered by stakeholders such as: “do we want the model to reproduce trends or absolute values?”, “At which scale (spatial, temporal, hierarchical levels), does the model need to be the most accurate?”.

As mentioned above (paragraph 2.1 Problem Formulation), listing the sources of uncertainty is important. When fitting a model by maximising a likelihood function, stochasticity in the model gives rise to particular calculation issues. For example, in a state-space model that incorporates both process and observation errors, likelihood calculations involve high-dimensional integrals which are time-consuming and require ad-hoc implementation strategies [21,64]. If computing the exact likelihood is too time-consuming, the user may instead try to calibrate the model on the expectancy of the likelihood, or on a specific quantile. When there is uncertainty is the data used as observations, the user may want to consider the model close to data when it is within the uncertainty range, regardless how close it is from the point value.

Two questions raised by calibration deserve special attention when building the initial objective function. First, providing a robust objective function that prevents from overfitting specific data (outliers, data with small predicted variance...) is critical in a calibration exercise. Several methods from the field of robust statistics are available to tackle this issue. For example, [28,29] propose the use of heavy-tailed distribution functions to define the likelihood function and to bound the variance to avoid overfitting. [88] recommend external estimation of sampling error in likelihood function. In addition, the preliminary data exploration (section 2.2) can help to detect and remove part of the outliers.

The second question arises when several datasets or observation scales are available for calibrating the model. The datasets are often merged into a single objective function. A standard approach consists in weighting the datasets in the objective function [30]. However, aggregation
methods, weights and scales strongly influence the optimum parameter sets [109, 2007; Barbour et al., 2016; 19]. The weights can be either based on experts’ knowledge [52], or on an iterative process that mix empirical information and feedback from model fitting [30]. Other statistically-based objective functions have been proposed [19,73], that cannot however remove the risk of overfitting some datasets while granting other datasets insignificant weights. Sensitivity to weights is especially important when the model is not able to fit the different datasets simultaneously, i.e. decreasing the discrepancy between the model and one dataset tends to increase the discrepancies with the other datasets. In this kind of situation, it is recommended to associate a different objective function to each dataset and move to a multi-criteria optimisation method using Pareto fronts that will explicit the trade-offs between the different objective functions. It is of particular interest in decision or design optimisation, where the formulation of the objective function can be highly delicate (see for instance Barbour et al (2016) for a review in river ecosystems management or [32]). However, with more than 4 criteria (see section 3.2.3 for more details), multi-criteria optimisation lose their incentive as the Pareto fronts contain a too large portion of the decision space and cannot be easily visualized. A possible workaround is to focus on the two or three most important criteria and to use constraints on the others, that is, to perform a multi-criteria optimisation that takes model user’s preferences into account [18, 27,110].

2.4 Dimension reduction of S

Dimension reduction methods aim at reducing the number of parameters to be optimised and, consequently, the complexity of the optimisation problem. [105] proposed an interesting review of dimension reduction strategies which can be roughly divided into two families. The first family comprises methods for screening the parameters by quantifying the influence of the parameters on the model outputs and the objective function: parameters with a limited influence can be set to default values so that the optimisation focuses on the most important parameters.
The most important parameters can be identified for example by carrying a preliminary sensitivity analysis, which is a standard tool for exploring numerically complex models [25, 101,71]. The first step of sensitivity analysis consists in implementing a simulation design to set up simulations in a way that maximise the efficiency of the exploration of the parameter space. As an example, a Latin hypercube sampling (LHS) design [55] incorporates many suitable features of random and stratified sampling. As such, it allows an efficient variance decomposition of the objective function partitioned among the different parameters of the model [84,31]. Another advantage of this preliminary approach is that the results of the simulation design can also be used to inform on the shape of the objective function (section Reshaping the objective function) and on possible correlations among parameters.

The second family is made of methods for transforming a set of correlated parameters into a smaller set of uncorrelated parameters [70]. The identification of correlated parameters can be carried out using projection methods of model outputs (e.g. principal component analysis, principal component regression or partial least square regressions). It requires once again to run the model on a set of parameters values combinations (e.g. from an LHS design). The reduction of space can then be operated focusing on the group of correlated parameters (e.g. using the linear combination of correlated parameters) rather than on each each parameter independently.

2.5 Reshaping the objective function

Reshaping of the objective function refers to modifications of the initial objective function to achieve a more suitable one before running the optimisation algorithm. Typically, the objective function should as much as possible be isotropic with respect to parameters to facilitate the work of the optimisation algorithm [9]. Re-parametrisation is a very common technique leading to a new objective function in situations of anisotropy or when correlation between parameters is detected. Anisotropy can occur when parameter ranges are very different. Scaling techniques
can address such problems and aim at redefining parameters so that their ranges are more similar

[9]. [9] gave an overview of standard re-parametrisation methods that can be applied to simplify
the model formulation, and a simple example of growth curve fitting can be found in [104] in
a situation of strong correlation of parameters. Very simple modifications can very often much
improve the situation: for example scaling datasets often reduce correlations among parameters
and standardized weights among datasets. A logarithmic transformation of parameters can also
be very useful if (positive) parameters have a very large upper bounds or to shift from a
multiplicative function to an additive one.

Design of experiments can be used to explore the shape of the objective function. For example,
computing an LHS design on $S$ and simulating $f(x)$ for each $x$-experiment of the design, the user
can fit a metamodel (e.g. regression model like a generalised additive models GAM) with $f$ as
the dependent variable and parameters $x$ as predictors. The plots of the $f$ component smoothed
on each parameter then provide valuable information on the shape of the objective function
with respect to each parameter: it is possible to detect very flat zones where the optimisation
algorithm can be trapped (in that case, bounds modifications can help to avoid these zones) or
possible multimodality (in that case, it will be especially important in post-processing to check
whether the optimisation algorithm converged to a local or a global optimum). Very often, it
gives a rough idea of the location of the optimum and as such allows to provide more precise
bounds to the optimisation algorithm. Moreover, the meta-model can be used to estimate
correlation (concurvity for GAMs) among parameters: strong correlations among parameters
will probably raise problems to the optimisation algorithm. It may either be due to insufficient
data, but may also be intrinsically due to the mathematical structure of the model. In this case,
the user may either re-parametrised these correlated parameters as indicated above.
Choosing the optimisation algorithm

Given that the numerical optimisation is at the core of the problem, it is not surprising that many different optimisation algorithms have been proposed in the literature. The abundance of algorithm types and implementations makes it difficult for the model user to choose an appropriate optimisation algorithm for a specific problem. To assist with this, numerical benchmarking is a crucial step to understand and to recommend algorithms in practice.

Here, we do not want to review all aspects of the wide research field of optimisation but instead give a short overview of the practically relevant class of black-box optimisation algorithms and give recommendations about which problem characteristics are important in order to make reasonable choices about the available algorithms. As a concrete example, a few recommendations for the most basic (and often observed) class of single-objective, unconstrained black-box optimisation problems in continuous domain are detailed as well as pointers to some efficient methods in more complex settings.

3.1 A brief review of black-box model optimisation algorithms

Black-box optimisation algorithms make only very few assumptions on the problem’s underlying objective function and in particular do not assume that gradients are available. In general, black-box optimisation algorithms proceed by sampling the objective function sequentially, starting from an arbitrary point (or a set of points, $x \in S$) and explore the parameter space $S$ to reach better values of the objective function $f(x)$. Difficulties in locating the best points typically arise if the search space is large, if the objective function(s) is(are) multimodal (with several local minima), discontinuous, if there are large plateaus, if the optimal region is narrow or curved and if the model underlying the optimisation criteria is numerically costly. Efficient optimisers that guarantee a global optimum for any problem do not exist [116]
and many different algorithms have been proposed for a wide range of configurations (see e.g. two recent reviews of [98] and [1]).

There are several possible ways of classifying black-box model solvers. For example, [98] distinguish between direct and model-based approaches, between local and global searches and between stochastic and deterministic algorithms. We have chosen here to focus on the way the algorithms generate the information they need to guide the sequential optimisation of the black-box model. The reason is that in practice it seems less important whether for example an algorithm is stochastic or not. The main property we care about (besides an easy-to-use interface) is whether the algorithm is delivering good solutions in short time. In particular, we distinguish algorithms here only based on (i) how they propose new solutions at each of their iterations and (ii) how, internally, they approximate the considered objective function(s).

First, local searches aim at finding local optima and typically propose new solutions in a (small) part of the design space close to already sampled solutions, while global searches constantly compromise between exploring the whole design space (to avoid getting trapped around local optima) and local intensification (to locate the optimum more precisely). Local searches may converge to a local optimum that is determined by the initial values, while global search algorithms attempt to reduce this risk. Note that local search algorithms also have the capacity to perform a wide exploration, in particular in early iterations, when the "targeted" local region is still broad. Furthermore, local search algorithms can be made globally convergent by restarts [49,46,79]. This results in a smooth distribution of algorithms, from "more local" to "more global" (Fig 3).

Second, we distinguish between approaches by looking at whether or not an approximation to the objective function (or surrogate model, also known as metamodel) they use, since the usage of surrogate models is a basic tool for handling complex models. This results in dividing optimisation algorithms into four families (Fig 3) that will be detailed below: 1) “Local model”
(with approximation of the objective function), 2) “Local sampling”, 3) “Global model” (with approximation of the objective function), 4) “Global sampling”. This classification still applies in the presence of constraints, stochasticity in the optimisation criteria, multiple objectives and parameters with discrete values.

Algorithms with Local Models: Algorithms with local models typically rely on information gathered around the current algorithm iteration and summed up in a locally valid approximation of the model. This information can only consist in so-called zeroth order information, i.e., (evaluated) objective and constraints values, and/or in additional information in terms of the first (“gradient”) and/or second-order (“Hessian”) partial derivatives of the criteria in case the variables are once/twice differentiable. Using these local surrogates of objective and constraint functions, the algorithms calculate steps to try to find a better solution. Newton algorithms, quasi-Newton algorithms such as the L-BFGS-B algorithm [76], and Trust-region approaches such as the derivative-free NEWUOA (Powell, 2006) belong to this category. Although not originally designed for it, those among these algorithms that require derivative information (mainly the quasi-Newton methods) can be applied to black-box model optimisation using numerical approximations of the derivatives (e.g. from finite differences) or automatic differentiation (though the objective has to be strictly differentiable with respect to the parameters in this case). Typically, local model optimisers are robust, that is always converge (in particular, trust-region methods have proven convergence towards a local optimum on well-behaved functions) and are able to tackle problems with numerous parameters. However, they only locate local optima unless coupled with multistart schemes, see for instance recommendations in [43]. They are usually suitable for restricted simulation budgets, but estimating the derivatives may become expensive as the number of parameters increases. Nevertheless, the derivative information (gradient, Hessian) can be useful for assessing the quality of the solution (see Section 3.3.3).
Locally Sampling Algorithms: The second family of algorithms relies on a local sampling scheme to determine which step should be taken from the current iterate. At each iteration one or several sets of new parameter values are chosen according to a sampling scheme that incorporates information about the location of the last or recent iterations (usually the best solution found so far or the mean of the current distribution) and dispersion around it. The scheme can be deterministic, based on a geometric approach (using a pattern search or simplex, for instance the Nelder-Mead algorithm [90], Mesh Adaptive Direct Search MADS [2], or random (using metaheuristics, for example evolutionary strategies, CMA-ES [42], Particle Swarm Optimisation, PSO [62], or Simulated Annealing, SA [111]). Such approaches can be applied to a wide range of functions as they do not assume that the optimisation criteria have regularity properties, and they can accommodate large numbers of parameters. But the stochastic members of this group (SA, PSO and CMA-ES) typically require large computational budgets to be competitive. Local sampling algorithms (often) have the ability to escape local optima, especially during the early iterations when the sampling scheme is broad, which has led some to consider them as global search algorithms, leading to confusion with global models and global sampling algorithms. However, in practice, they may converge to a local optimum in a single run. Again, restarting a local algorithm from a random initial point (or a set of random initial points) lead to mimic a global algorithm.

Algorithms with Global Models: The third family of optimisers relies on global models of the function. This group includes metamodel-based approaches (the so-called Bayesian optimisations see [10]; EGO of [58,12]) and Lipschitz optimisation (e.g., DIRECT, [57]). The overall idea is to build some knowledge of the form of the objective function throughout the search space (e.g. kriging), in order to control the algorithm trade-off between exploration (of unknown regions) and intensification (in promising ones). Such approaches typically seek the global optimum and asymptotically explore the entire parameter space. While the use of
surrogate models allows optimisation with restricted simulation budgets, most algorithms are limited in terms of the number of parameters that they can handle.

Globally Sampling Algorithms: The fourth family of global sampling algorithms are similar in form to local sampling algorithms but differ in the sampling scheme with a trade-off between exploration and intensification and maintaining a global search through the iterations. Estimation of Distribution Algorithms (EDA, [69]), Spatial Branch and Bound (SBB, [51]) and Approximate Bayesian Computation (ABC, mostly for calibration problems, [15]) belong to this family. Such approaches may locate the global optimum but require very large computational budgets and few optimisation parameters.

3.2 Important problem properties and recommendations

3.2.1 Problem properties that play an important role

While the above history is almost generic to any black-box problems, concrete algorithms are still tailored toward certain types of black-box problems and it is crucial to first understand the problem properties.

The problem characteristics that predominantly influence the choice of the algorithm are the number of variables to be optimised and the available budget (in the number of function evaluations). In particular, some algorithms require large budgets to be able to be competitive, while others are unable to handle many variables. Other concrete problem properties that play an important role in the choice of an algorithm are the following. Does the problem contain a single or multiple objective function(s)? Do constraints need to be fulfilled? Is the search space continuous, discrete, or a combination of both? Is the problem noisy, that is, for example, is the same solution evaluated differently each time the objective function is called on it? Is the problem uni- or multi-modal, i.e. has a single global optimum or multiple (local) optima? Some
of those questions might be only answered after a first optimisation run (see section 4), but the 
more details about the problem at hand are available, the better recommendations can be made 
about which algorithm to start from in practice. In general, it is a good idea to base any the 
decision for which algorithm to use on published experimental data with test functions rather 
than on guesses or random decisions. We therefore recommend to consider numerical 
experiments and data from sources like the Comparing Continuous Optimizers platform COCO 
([44], http://coco.gforge.inria.fr/doku.php?id=algorithms-bbob-biobj) or the Black-Box 
Optimization Competition (BBComp, https://bbcomp.ini.rub.de/) showing proximities with 
user optimisation configuration.

3.2.2 Concrete Recommendations for Single-objective Unconstrained

Black-box Problems in Continuous Domain

There are many benchmark studies and literature reviews that can help model users select 
algorithms but they generally focus on comparing the average performances of closely related 
algorithms over a large set of problems, which may not correspond to the specific needs 
associated to a given complex model. Here, we focus on the common class of single-objective 
unconstrained black-box problems in continuous domain for which the Black-Box Optimisation 
Benchmarking test suite implemented in the Comparing Continuous Optimizer Platform COCO 
[43,45] has become the state of the art and an excellent source of practically relevant algorithm 
recommendations.

Fig 4 is an attempt to summarize algorithm recommendations for this class of problems. It 
shows the maximum number of parameters an algorithm type can typically handle as well as 
the minimum number of model runs required to achieve the optimisation. The lower half of the 
graph contains what can be considered as unsolvable problems: when the limit on the number 
of simulations is too small for the number of parameters, most algorithms simply will not have
sufficient “time” to propose a solution. The position of the algorithms in Fig 4 represents a
typical use by numerical experts of the methods: if the number of parameters is low enough, it
is worthwhile attempting global methods, while for large number of parameters local methods
are more appropriate. Furthermore, algorithms that construct meta-models do not allow large
numbers of simulations.

More concrete recommendations can be made from extensive benchmarking experiments such
as the Black-box Optimisation Benchmarking test suite if additional problem properties are
available. Digging into the available data from the COCO platform
(http://coco.gforge.inria.fr/doku.php?id=algorithms-bbob), we can for example give the
following recommendations.

Nelder-Mead works well in low dimension (2 or 3 variables). With very small budget (<50
times dimension function evaluations), use surrogate model-based algorithms such as SMAC-
BBOB or other Bayesian optimisation algorithms. In larger dimension but with still small
budget (<500 times dimension function evaluations), good algorithms are Powell’s NEWUOA
or SLSQP [65]. With larger dimension (5+ variables) and larger budget (>500 times dimension
function evaluations), stochastic algorithms and in particular CMA-ES variants [41] perform
best if no further information is available and the latter are even more preferable if the problem
is non-separable and/or ill-conditioned. Portfolio algorithms, that run several algorithms in
parallel, such as HCMA [77] might combine the best of all worlds if the available budget is
large.

For a discussion about which algorithms perform well in the case of large-scale problems with
hundred of variables, we refer to [112].
3.2.3 Cases with noise, multiple objectives, constraints and / or mixed variables

In general, one can find adaptations of most algorithms described above to specifically handle noise, multiple objectives, constraints and discrete variables. Note first that those characteristics may substantially increase the difficulty of the problem, hence the number of model runs needed to solve it using a given algorithm. However, this increase in the number of model evaluations is expected to be less than an order of magnitude, so Fig 4 may still apply to those cases.

Although providing extensive recommendations for all the cases (and combinations of them) would be overly complex here, we point below situations for which the adaptation of some families of algorithms are more natural (or simply more successful). Note equally that algorithm recommendations shall be optimally made based on experimental data of numerical benchmarking experiments. Unfortunately, not much data is publicly available for all the considered cases as extensive research in these areas is still ongoing. Hence, one has to produce data for a specific problem of interest first or we have to fall back on our experiences with algorithms when data is not available.

In a multi-objective context, first benchmarking results are available, for example in the context of the COCO platform ([45], http://coco.gforge.inria.fr/doku.php?id=algorithms-bbob-biobj) or the Black-Box Optimization Competition (BBComp, https://bbcomp.ini.rub.de/) on which we build our recommendations here. Evolutionary strategies often seem the best alternative, provided that the budget is sufficient, since sampling sets of points at a time (instead of a single one) adapts well to the objective of uncovering a (subset of the) Pareto set. Standard choices may be the celebrated NSGA-II [17] for its simplicity or more recent alternatives, such as the SMS-EMOA [5] and its variants or the unbounded population MO-CMA-ES [66]. Recently, global model-based algorithms, such as SMS-EGO [94] have aroused substantial attention for their good performance with small budgets and also other deterministic global search methods such the DIviding REctangles method [117] can be considered for small budgets. Again,
portfolio algorithms such as HMO-CMA-ES [78] can be performant for both small and large budgets. Of note, most algorithms are designed to solve problems with two or three objectives, and perform poorly with more (the so-called “many-objective problems”, see [56]).

When constraints need to be satisfied, most of the already mentioned methods can accommodate them by simply adding a penalty term to the objective function or limiting the search space (in the case of box or linear constraints). General techniques to handle constraints with evolutionary methods can be found in [14]. Difficulty arises when constraints are complex to satisfy, either because of their number or because they are also outputs of the black-box, or if the feasible space (subset for which all the constraints are satisfied) is small. In that case, local model-based algorithms are good candidates as they more naturally account for constraints, for instance COBYLA, which relies on linear models [94], or SPG [6], that uses projected gradients. Note that problems become naturally the more complex the more constraints are added and it is thus advisable to remove or combine (some of) them if the first optimisation run is not satisfactory.

For noisy problems, generic recommendations are even more challenging as the type and strength of the noise can play a role. Learning from experimental data from the COCO platform, it turns out that, overall noise types and strengths, algorithms like MCS [53], SNOBFIT [54] and NEWUOA [95] are well suited for small budgets like in the noiseless case with the latter being particularly suited for moderate but not for severe noise. For large budgets of 1000 times problem dimension, stochastic methods, in particular CMA-ES variants are the best choice.

In many practical situations, in addition to the continuous variables we have been dealing with so far, there are discrete variables. The discrete variables can be ordinal, in which case there is a possible ordering of them, or categorical when there is no such ordering. The problem is said
to have mixed variables when both discrete and continuous variables are present. Whenever
discrete variables occur, the resulting optimisation problem belongs to the large domain of
operations research where the most efficient algorithms are specialized for specific subclasses
of problems. An important family of algorithms is that of Mixed Integer NonLinear
Programming methods (MINLP,[123]) for which the discrete variables are ordinal and can be
cast into integers. MINLP can be handled with ad hoc deterministic algorithms where the set of
all possible combinations of discrete variables takes the form of a tree whose branches are
restrictions on the possible values of the discrete variables (typically inequalities on them) that
become singletons at the leaves. The leaves are made of continuous optimisation problems since
all discrete variables have been chosen. MINLP algorithms use properties of the problem
(convexity, possibility to “relax” integers to continuous numbers, …) to “cut” branches to avoid
enumerating all discrete variables combinations. However, when the number of discrete
variables combinations increases and when there is no simplifying mathematical property such
as convexity or linearity, MINLP algorithms are expensive in terms of calls to the objective
function. Therefore, in the most general problems with mixed variables, one typically relies on
globally sampling heuristics, such as variants of the CMA-ES [44], SA and PSO methods cited
above. An intensely studied example is that of evolutionary algorithms [60] where discrete and
continuous variables are processed together through probabilistic moves

4 Post-processing

Post-processing aims at deciding if an acceptable solution has been found or if the optimisation
process should be started again. The notion of acceptable is rather subjective and case/user-
dependant, but we propose the three following steps to perform this post-processing stage: 1)
checking the algorithm convergence, 2) assessing the quality of the solution, 3) given outcomes
of 1) and 2) deciding if user stops the optimisation process and accepts the delivered solution
or if user continues the process of optimisation returning to pre-processing stage with an alternative formulation, or to the selection of algorithm stage (selecting a new algorithm or settings new controlling parameter, sometimes called metaparameters). Post-processing involves operations performed on the outputs of the optimisation algorithm. We start the section detailing standard outputs of algorithms that are relevant for investigating the convergence and the quality of the optimum. As for the previous section, we provide general recommendations for the single-objective and unconstrained configuration and we dedicate a specific subsection to expand the discussion to multi-objective optimisation. As for pre-processing section, we summarised the decision rules and recommended actions in three figures, from Figs 5 to 7.

4.1 Outputs of algorithms for post-processing

Optimisation algorithms explore the parameters space to find an optimal value of the objective function. The most straightforward output is therefore the so-called trace of the algorithm that is made of the collection of visited points in the parameters search space $S$, $(T_S)$, and the corresponding objective function values in the objective space $\Omega$, $(T_\Omega)$. Depending on the algorithm family (Section 3.2.1, Fig 3), several additional outputs can be post-processed.

Algorithms with a “local model” usually provide, in the case of continuous parameters, an approximation of the derivatives and often the second-order derivatives (the Hessian matrix) of the optimisation criteria at the best point found. These are useful for assessing if the final solution is at least a local optimum (see 4.2), if there is an infinite number of solutions around it (a flat feasible valley characterised by null slope and directional curvature - see 4.3.2), and to build confidence intervals around the optimum. Sampling-based algorithms provide not only an estimated optimum but also a set of solutions around it which can serve to approximate the optimisation criteria locally. This set of good solutions may be transformed into a covariance matrix of the estimated parameters for later confidence measurements or, in the case of CMA-ES, the covariance matrix precedes the set of points. While local search algorithms provide
accurate insight into the shape of the objective function around the region of convergence,
global search algorithms give a more widespread but locally less precise information. The more
exploratory the global optimisation algorithm is, the more the trace provides information for a
global analysis of the objective function. As a general rule, we recommend to investigate the
entire internal state variables of an algorithm and their evolution over time if this is accessible
to the user. Internal state variables can take different forms: for example, the simplex of the
Nelder Mead algorithm [90], the tuple of current search point, stepsize, evolution paths;
covariance matrix in the CMA-ES [42]; or in the case of discrete optimisation the vector of
sample probabilities in PBIL [3].

Most, if not all algorithms, have various stopping criteria and specify which criterion was met
at the end of the iteration process (Fig 5). Optimisation algorithms generally have three kinds
of stopping criteria: (1) some are based on simulation budget (time of computation, number of
function evaluations, number of iterations....), (2) others are based on the exploration of the
objective space (number of iterations without any progress, relative difference among the
population of solutions...), (3) and a last type correspond to criteria on the exploration of the
parameter space (derivatives, second-order derivatives, difference among solutions...).
Checking which criterion was met will provide elements on the convergence of the algorithm
(see section 4.2).

In the literature reviewing optimisation algorithms, algorithm behavior and algorithm
performance are two widely used concepts to compare algorithms and understand why certain
algorithms perform better than others [80]. Algorithm behavior aims at investigating the
balance operated between between intensification (convergence to the nearest solution) and
exploration (covering the parameter space to find a global solution) while algorithm
performance focuses on how well an algorithm has performed on a particular problem and on
comparing several algorithms. Several plots or synthetic quantitative metrics computed on the
trace and on the distribution of solutions on the parameter space and the objective space have been proposed to perform diagnostics of behavior: distribution of solutions throughout the parameter space \( S \) like spread of solutions, predominant direction, frequency statistics of solutions, position of solutions on the boundary of feasible regions. On the other hand, effectiveness, efficiency, and for stochastic algorithm, reliability and robustness are the most widespread quantitative measures to assess the algorithm performance [80]. Both criteria allow to capture the important features of an algorithm’s run-time search in order to gain insight into the actual influence of an algorithm’s search methodology and its controlling parameters on its search behavior [3]. We explore how these metrics can be used in post-processing analysis.

### 4.2 Checking the algorithm convergence

Several factors can indicate the non-convergence of the algorithm and therefore that the derived solution is not exploitable yet. The most obvious is when the algorithm stops because the simulation budget was exhausted (criterion (1) in 4.1), i.e. generally before criteria on objective or parameters are reached. The two other configurations of algorithm stopping (criterion (2) on objective or criterion (3) on parameters) are obviously more suitable. However a good behavior of the algorithm in the parameter space can hide some instability in the objective space and the other way around. That it is why the user should check whether the criteria on the objective space are far from being respected or not if the algorithm stopped validating criteria on the parameter space, (and conversely checking criteria in \( S \) if it stops because of criteria in \( \Omega \)). For example, if the objective function is not improving anymore across generations but derivatives of parameters remain high, this may indicate a strong correlation among parameters and the potential need for starting again the optimisation process by reducing the dimension of \( S \) (see section 3.4).

Beyond stopping criteria, the user should also analysed the traces of the algorithm and internal parameters of the algorithm. When converging, the objective function is expected to reach an
asymptote (e.g. in the continuous variable case, a linear convergence, i.e. a constant slope on the convergence graph displaying \( \log(f - f_{\text{best-so-far}}) \) vs. the number of function evaluations). For population-based metaheuristics, the same type of convergence should be observed on average. This exploration of the traces can be pragmatically performed using graphical exploratory plots of the objective function \( f \) against each parameter \( x \) and each couple of \((x_i, x_k)\). This kind of analysis provides insights on how far the solution is from the probable optimum and so if it is necessary to extend the iteration process by modifying stopping criteria. For optimisers that provide an estimate of the Hessian matrix, the graphical exploration can also be combined with an analysis of the properties of this matrix that is expected to be positive definite (or at least positive semi-definite) at an optimum (local or global) [33].

What to do if the algorithm has not converged? Before increasing the number of iterations or relaxing some stopping criteria, explore the traces \((T_S, T_\Omega)\) over the last iterations can help to disentangle whether the non-convergence is due to an inappropriate formulation and an additional pre-processing step is required, or if it is due to a problem with the algorithm which requires new controlling parameters or even a change of algorithm. If the single-objective function is a combination of multiple components \( f_i \) (e.g. linear combination, see section 2.3), this graphical exploration can be expanded to each components \( f_i \). Typical problems that can be detected by analysing those traces are described in a latter section (section 4.3.1) and potential solutions are proposed for each type of problem.

Some quantitative metrics in \( S \) and in \( \Omega \) can be computed to synthesize and provide diagnostics of algorithm behavior. For instance, the dominant direction (the parameter leading to the highest gain in the objective function when changing its value) and the distribution of ending-traces solutions can be derived from the estimated slopes on each exploratory plot. If diagnostics metrics show that the algorithm is close from the convergence (region for \( x \) and decreasing \( f \)), then relaxing the stopping criteria and/or modifying some controlling parameters to increase
the intensification could help and to speed up the convergence. Global model-based and global sampling-based approaches can often provide an estimate of the potential gain from additional iterations, for example the Expected Improvement of the EGO algorithm [57].

Though in practice, the use of optimisation algorithms is often off-the-shelf in a first step (without tuning algorithm parameters in the first place), in the post-processing step, a user might consider the (automated) tuning of the algorithm’s internal parameters as an optimisation problem itself to finally obtain better results on the problem instance(s) of interest in a subsequent optimisation run [50]. On the other hand, if diagnostic metrics show oscillations between several regions of S across iterations, a (time-consuming) strategy would be to explore each one, one at a time, using a more local and efficient algorithm and select the best solutions among all. This might also indicate a problem of correlation of parameters or a parameter that have a very limited influence on the objective function that could necessitate to return to the pre-processing step to reduce the dimension of S or reshape the objective function (see section 2.4 and 2.3).

4.3 Quality of the solution

After checking that the algorithm has indeed converged to an optimum (exploring the last iterations of the algorithm), the user should assess the quality of this optimum (exploring the full behavior of the algorithm). Is this the global optimum or only a local optimum (Fig 6)? Is this unique (Fig 7)? Is this realistic in the context of modelling or decision-making?

4.3.1 Local versus global optimum

Checking that convergence is at a global optimum (i.e. we have found the best combination of parameters values of the model) remains a critical issue. Depending on the algorithm family, there are more or less chances to miss the problem optimal solution. Global search algorithms (global model and global sampling) are designed to provide a global optimum. However, even
if they approach the overall optimum asymptotically, the associated cost may not be affordable. On the other hand, local search algorithms need fewer model evaluations but at the risk of only locating a local optimum. Checking the properties of the solution is therefore necessary whatever the selected optimisation algorithm (Fig 6).

The analysis of the whole traces ($T_S, T_\Omega$) through graphical plots or synthetic quantitative measures as described in the section 4.2 are the most straightforward tools to assess the risk of convergence to a local optimum. For example, if the algorithm converges too fast and explores a very restricted region of the parameter space, this may indicate that the initial point of the algorithm is too close from an optimum and/or that the tuning of the algorithm is not appropriate (too small exploration and too strong intensification). In this case, it is worthwhile changing initial points (especially for local algorithms) and/or modify the settings of the controlling parameters of the optimisation algorithm to increase the exploration (see section 3.2)).

Another typical situation corresponds to cases in which the optimiser oscillates between different zones of the parameters space across generations. This generally suggests that the function is multi-modal. In such a situation, it is worthwhile carrying out the optimisation multiple times with different initial points to check that the optimisation algorithm consistently converges to the same solution. As proposed in the previous section, the user can also try to use local search with very limited exploration tuning and appropriate bounds to explore more intensively those different zones of the parameter space. More generally, repeating local optimisations started from distant initial points is a widespread strategy for increasing the trust in the estimated optimum. One result of this exploration that is unfortunately seldomly assessed by model users is the distribution of the convergence points (e.g. [114]). The spread of this distribution (or its entropy) is an indication of the "risk" of missing the optimum.

The multi-dimensional nature of complex optimisation can impair the ability to analyse all the exploratory plots or synthetic measures of algorithm behavior. Approximating the objective
function using a metamodel fitted on the whole traces \((T_S, T_O)\) is an alternative way for addressing the issue of global versus local optima. We mentioned in the pre-processing step that a metamodel can be built after carrying out an exploratory numerical exploration of the objective function to derive information on its shape (e.g. the presence of plateaus, multimodalities, local optima, convex and concave regions but also the presence of barriers). Such a metamodelling approach can also be applied after the optimisation using the traces provided by the algorithm. Moreover, comparing the metamodel based on the traces of the algorithm and the metamodel based on the preliminary exploration of the objective function can help to disentangle whether an optimisation issue originates directly from the characteristics of the functions or from an inappropriate exploration of the search space by the algorithm. However, to our knowledge, there are still few (or no) references on learning from metamodels fitted to optimisation traces.

### 4.3.2 Parameters Identifiability

A model is defined to be identifiable if only a single set of parameters values gives a particular model output [107]. Mathematically, an identifiable model is an injective map. Otherwise, there are redundant parameters. Problems of identifiability may arise from either an improper mathematical formulation of the model (intrinsic redundancy of parameters) or, for calibration, from insufficient data to discriminate between solutions (extrinsic redundancy of parameters) [34,123]. The identifiability issue arises for both calibration and decision-making. In decision-making, it implies that several decisions can lead to similar results. In calibration, it implies that it is difficult to decide between several sets of parameter values and may impair the prediction ability of the model. [34] give an overview of methods for detecting problems of identifiability in the context of mark-recapture models. Some of them, such as profile likelihood or formal derivatives are not easy to apply for black-box complex models. The former requires the objective function to be a likelihood or a pseudo-likelihood and the latter can be approximated.
with a metamodel of objective function. When using a model-based algorithm, the rank of the Hessian matrix gives the number of identifiable parameters [113]. For calibration, [61] and [103] proposed specific approaches for identifying intrinsic identifiability problems. They investigate estimability of model parameters increasing step by step model complexity and beginning with a reference model (simple and known to be identifiable). These methods are useful for disentangling identifiability issues arising from the data such as a lack of data or poor data quality, from those linked to the model and the formulation of the optimisation problem.

With Bayesian algorithms, an identifiability problem can generally be detected by the presence of multiple optima in the posterior distributions, by a slow convergence, and by plotting correlation scatterplots between parameters. [124] recommended to explore the posterior distribution using tests based on cross-validation and pivot discrepancy measures. If the trace of the algorithm shows a long period of oscillations between solutions, this may show correlations between parameters that might be explicit in the optimisation problem formulation.

In the case of “local model” algorithms applied to continuous parameters, the gradient vector and the eigen-analysis of the Hessian matrix tell whether the objective function is very sharp or flat around the optimum [33]. More generally as it also applies to non-continuous parameters, it is informative to carry out a numerical exploration such as a local sensitivity analysis around the solution to explore the local form of the objective function [63,86]: very flat directions often indicate correlations among two or more parameters.

Different solution are possible if some parameters are found to be redundant (red boxes in Fig 7). In some situation, for example if the model is calibrated for a purely prediction use and the values of parameters are of minor importance, the correlation of parameters is not necessarily problematic. Otherwise, it can be useful to detect whether the redundancy is extrinsic redundancy (lack of data) or intrinsic (formulation of the model). A convenient solution to disentangle the source of parameter redundancy is to carry out a simulation/estimation exercise.
also called twin experiments: the user simulates an artificial and very large dataset using the model using guessed value for parameters and then calibrate the model on this dataset [34]. In the absence of intrinsic redundancy, the optimisation algorithm should converge to the guessed parameter value. The problem is then due to the data and additional data are required. However, it should be noticed that this kind of exercise can be time-consuming for very complex models.

In the presence of problematic intrinsic redundancy, additional pre-treatments such as a reduction of the dimension of a reshaping of the objective function are required. Finally, the redundancy also a result in itself that can be communicated to decision-makers with a take-home message like several solutions are possible regarding the selected criteria.

4.3.3 Residual analysis

In a calibration exercise, analysing the residuals (the difference between observed data and model prediction) is an essential task [13]. We will not detail this step since it is not specific to complex models [89]. However, it is important to check that the statistical assumptions used to sample the search space (often independent and identically distributed sample) and to approximate the objective function (often unbiased model outputs) are met (Fig 7). Identifying patterns in the residuals, such as a correlation between residuals and a covariate, can help to detect if some features of the model do not well-capture a functioning of the studied system (though this is often difficult where there is a large number of parameters). Residual correlations may also reveal a necessary change in the building of the objective function where residuals are re-weighted to be decorrelated.

If the objective function is based on several datasets, the residual analysis is also useful to check whether one (or several) datasets was not overfitted (consistently very small and unbiased residuals) with respect to the others (large and/or biased residuals). In this case, the weights of the objective function were probably not appropriate (see section objective function) and a sensitivity analysis with respect to the weights can help to find more suitable weights. If the
number of datasets is limited, multi-criteria optimisation methods can be useful to visualize the trade-offs between the different datasets.

4.4 Multi-criteria optimisation

While single criterion optimisation has a single optimal solution (even if the model user might be interested in a set of good solutions, either to avoid local optima or to explore different solutions when the model is not identifiable), multi-objective optimisation generally admits a set of solutions. In this context, post-processing encompasses checking Pareto optimality (i.e. if none of the objective functions can be improved in value without degrading some of the other objective values) and screening solutions within the calculated trade-off set [16]. By post-processing the resulting solution set, looking at its members together in space of parameters and criteria, knowledge can be gained about the ill-posedness of the problem (many solutions almost equivalent with respect to certain objectives) and about the sensitivity of given objectives within the set of Pareto optimal points [23]. Analysing the solutions is relatively easy if there are only two or three objectives, as this can be done visually, for instance with the help of Empirical Attainment Functions [40], but becomes more difficult with more objectives and requires specific tools [56].

5 Synthesis

Fig 8 sums up the recommended workflow for conducting complex model optimisation. The process is based on the three prerequisites given in the box at the top of Fig 8: a model, a question to be addressed during the optimisation, and a set of observation data to be mimicked or a decision/design to be optimised. The progress of the optimisation is mainly sequential (represented by the large arrow in the background of Fig 8) with three steps, pre-processing, optimisation and post-processing. However most diagnoses performed at each step can lead to
adaptation or a restart of the optimisation process (as highlighted by the numerous loops in Fig 8). The process starts with the formulation of the objective function and constraints. This preliminary step includes the definition of the parameters to be optimised and the exploration of the observation data. When there are too many parameters, a sensitivity analysis may be performed to reduce their number. Data should be explored before starting the optimisation procedure in order to assess which data are usable (detection of outliers, overdispersion problems, correlation between parameters). Devoting thoughts to the meaning and the mathematical properties of the optimisation criteria making the problem formulation, before implementing the algorithm, will often improve the overall process performance. This can be seen as an adjustment of the problem to make it more suitable to the available algorithms, the issues addressed and the data available. An optimisation algorithm is then chosen and then implemented. Post-processing generally focuses on the convergence criteria and on parameters identifiability to assess whether the optimisation results are satisfactory. For calibration, the relevance of parameters values (derived from the optimisation) may be analysed by simulation using a specific set of data that was not used for the calibration, or simply tested by comparison with theoretical knowledge in the domain. For decision-making, the solutions, or at least some of them, must make sense to the decision maker. If the results are unsatisfactory, the objective functions, constraints, and the optimisation algorithm (including the controlling parameter values) are examined critically. A new iteration is then needed. Finally, sensitivity analyses and risk assessment are performed to evaluate if the provided solution(s) is the optimal one(s) in the research space, checking the convergence criteria but also analysing the algorithm’s convergence traces. The numerous new evaluations of the objective functions during the optimisation run should be capitalised to improve the assessment of the objective function shape, especially for a new iteration in the
optimisation process (loop to “reshaping the objective function” in Fig 8). This information will be also useful for updating the settings of the algorithm controlling parameters (loop to “Selecting the optimisation algorithm and setting controlling parameters” in Fig 8).

Finally, we propose a template called ODDO for Overview, Description, Design of Optimisation by analogy to the ODD protocol of [38], that can be filled during the optimisation process (Table 1 & Fig 8). This template is a practical form that i) renders the process history in a linear fashion, ii) so that the choices made can be understood in light of the failures and difficulties encountered, iii) and provides enough details for model users to easily reproduce the optimisation, using for instance comment cells. [38,39] have shown the importance of such protocols to provide transparent description of models, to make replication of the process easier and hence less easily dismissed as unscientific.

6 Discussion

Model optimisation is often carried out pragmatically by model users, in many cases by trial-error, without following explicit guidelines, sometimes leading to unreliable solutions [92]. [9] advised model users to “follow the herd” as it is generally wise to use the most popular tools in your research community. Theses authors considered that this strategy reduces the risk of failure of the optimisation process. Practises of MEOW modellers revealed that this behavior was widely shared among users with the behavior of mimicking his/her nearest neighbour. However it is also often accompanied by a feeling of frustration because this “herd” strategy constrains model users to reshape their original optimisation issue in the popular framework. We hope that the provided guidelines could help users to overcome their fears in conducting their optimisation accounting for their specific constraints and objectives.

Another issue often raised by users (and also highlighted at MEOW) was the limited time devoted to the optimisation stage. Because optimisation of complex models is computationally expensive [105], this task is often constrained by time and by the simulation budget, but often
botched especially as this occurs at the end of the already long process of model building with high expectation in model outputs. Model users should take time to accurately formulate the optimisation problem, to test new methods, to try out several controlling parameters of algorithms even if it is difficult to quantify the expected gain [80,50]. The lack of automatic pre-processing tools means that model users must wait until they have unsatisfactory optimisation outputs to have a deeper analysis of the problem formulation. More work before running the optimisation would avoid some disappointment at the end of the process.

The implementation of optimisation algorithms turned out to be another issue. The absence of a platform-independent and open-source software bundling most state-of-the-art algorithms with standardised model interfacing methods, too often forces model users to reprogram the selected algorithm within the model framework, making it difficult to test several algorithms [9]. Furthermore, the support documentation for algorithms is often incomplete and very technical especially for setting controlling parameters. Default values provided by the developers are generally used. However, even if these are well-suited for a wide range of applications, exploring alternative settings could be considered as a remedy when the algorithm does not provide satisfactory solution. Model users expressed the need for benchmarks to help in selecting algorithms and metaparameters values. A first step in this direction for problems with continuous variables has been made by the COCO platform ([45], https://github.com/numbbo/coco). However, not covered by COCO is the availability of a free, multi-operating systems toolbox adopted by the numerical optimisation community so as to provide up-to-date optimisation algorithms implementations within a common formalism.

Finally, post-processing could help model users transform failure into success. We strongly encourage authors to document failures of the optimisation process. Optimisation success stories guide model users toward the most popular algorithms [9]. Just like successes, stories of well understood failure will be helpful in selecting the most appropriate pair formulation /
algorithm and prevent model users, for example, from setting metaparameters to “bad” values.

We can only regret that the publishing process discourages reports of analyses of optimisation failures.

7 General recommendations

Finally, we would like to provide two sets of recommendations. Firstly, we recommend a number of lines of development for the numerical analysis community.

- Improve existing benchmarks by providing clear, user-friendly selection criteria to assist users in choosing algorithms [87]. The benchmarks should not only be based on closed-form, simple, mathematical functions but also on prototypes of complex ecological models. This will require the definition of a standardized collection of pseudo-complex ecological models (e.g. inspired from some in Annex 1), like the “Stupid Models” defined for benchmarking agent-based modelling platforms [97], that are easily portable to different frameworks and for which the numerical behaviour is documented well enough to avoid failures during the optimisation process. In addition, the benchmarked algorithms should come with a clear documentation of the effects of their metaparameters.

- Develop one or many toolboxes for post-processing optimisation results (solution point diagnosis, global optimisation analysis, and convergence analysis).

- Move toward more adaptive algorithms that could take into account more knowledge gained at each iteration of the algorithm (e.g. adapting algorithms parameters using post-processing diagnostics during the optimisation phase).

- Move towards a better integration of the various tools to facilitate the use of methods without having to reformat data or redefine problems [9].

Secondly, we make a number of recommendations for model users who are setting out to optimise complex models.
Do not concentrate on the choice of algorithm to the detriment of the pre- and post-processing.

Exploit the full optimisation trace, which should be made more easily accessible by algorithm developers, and not just the final results.

Acknowledge the utility of an iterative optimisation process to improve your results, even if it can be seen as time and effort consuming in a first time.

Provide more details about how the optimisation was carried out in subsequent publications, filling the ODDO template (Table 1), to enhance the trust in the resulting complex ecological models on the one hand, and, on the other hand, to enrich the understanding of optimisation process.
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Table 1: ODDO (Overview, Design, Details of Optimisation) template to report an optimisation project
<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
<th>Time per model run</th>
<th>parallelisation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Development</td>
<td>language</td>
<td>Implementation of the optimisation algorithm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem Formulation</th>
<th>Model</th>
<th>Question</th>
<th>Data</th>
<th>Parameters Bounds&amp;constraints</th>
<th>Uncertainty (process and data)</th>
<th>Initial objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
<td></td>
<td>building</td>
<td>reshaping</td>
<td>final</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Objective Function</td>
<td></td>
<td>data</td>
<td>Reduction dimension</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Exploratory Analysis |       |                                |                                |
|                     |       |                                |                                |

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Family</th>
<th>Description–Justification</th>
<th>Changes in the algorithm</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Post-processing</th>
<th>Convergence</th>
<th>Optimum properties including Identifiability</th>
<th>Residual analysis</th>
<th>Multicriteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Comment</th>
<th>Number of simulations required</th>
<th>Duration</th>
<th>Reached stopping criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
List of Figures

Fig 1: The first part of the pre-processing workflow including actions from section 2.1 to section 2.3. The colored columns refers to actions linked to model (gray), to data including expert knowledge (blue) and to parameters (yellow). The green boxes describe actions impacting the selection of the optimisation algorithm. The purple boxes gather all the actions linked to the building of the objective function. The numbers in the right margins refer to the subsections number of the pre-processing section.

Fig 2: The second part of the preprocessing workflow including actions from section 2.3 to section 2.5. The legend is the same as in Fig 1.

Fig 3: The four families of optimisation algorithms ranked from global (up) to local (down) approaches, and model-based (left) to sampling-based algorithms (right). The vertical position (from bottom to top) shows the ability of the families to escape local optima.

Fig 4: Recommended optimisation algorithms for a number of variables and possible number of model simulations. As expressed by the old canon law maxim “Cui licet quod est plus licet utique quod est minus” (Who can do more, can do less), algorithms suitable for large number of parameters can be used for fewer parameters. The solid line corresponds to the equation "number of simulations ~ 50 * sqrt(number of variables)", below which the general, nonlinear, optimisation problem is thought to be non solvable (and should be reformulated with fewer variables). The dotted line corresponds to the equation "number of simulations ~ number of variables+1", below which the linear optimisation problem is unsolvable.

Fig 5: Decision tree of the second post-processing step described in section 4.2 to carry out the assessment of algorithm convergence.

Fig 6: Decision tree of the second post-processing step described in section 4.3.1 to detect local versus global convergence.
Fig 7: Decision tree of the third post-processing step described in section 4.3.2 and 4.3.3 to point out identifiability problems and to perform the residuals analysis.

Fig 8: Workflow of complex model-based optimisation. It is a multi-stage process including prerequisites, three compulsory steps (pre-processing, optimisation per se and post-processing) and a final critical analysis. Black arrows show where in the process, components of the original optimisation problem are called into question and may be updated.

Fig 9: Plot of the nine optimisation case studies detailed in Table 1, against the number of parameters to be optimised and the number of allowable model simulations. The triangle symbol indicates multiple objectives while a star indicates a single objective function, the circle indicates constraints on the parameters, the square indicates discrete valued parameters and the star indicates a stochastic model.
Annex 1: feedback from practitioners in ecological modelling

MEXICO\(^1\) (Méthodes pour l'EXploration Informatique de modèles COMplexes) is a French methodological research network in environmental science and ecology. It was created in 2006 by methodologists (applied mathematicians and computer scientists), modellers and model users to provide rigorous methods for analysing and using complex models. The group initially focused on sensitivity analysis [25] and extended its scope to all themas related to computer experiments and metamodelling. MEXICO is a multi-institute network; it is supported by the MIA (Applied Mathematics and Informatics) department of Inra, received funds also from RNSC (French National Network for Complex Systems) and occasionally by Ifremer, Irstea and Cirad. Questions arising from model users concerning optimisation of their complex models (estimation/calibration of parameters, optimisation of decision rules) pushed the group to organise a workshop to address this problem (MEOW, MExico Optimisation Workshop 2014 [83]). This workshop aimed to i) review the experience of model users, ii) present the mathematical basis of the most commonly used optimisation algorithms, and iii) provide a forum for discussing questions raised by modellers and solutions proposed by numerical methods specialists.

Nine case studies of optimisation in the health [91], plants and forests [93,102], fisheries [82, 106, 20, 99,100] and soil and landscape [68] domains were presented using models with a wide

\(^1\) Methods for numeric EXploratIon of COMplex models
range of modelling paradigms and approaches (stochastic / deterministic, dynamic / static, agent-based / mechanistic, cf. Table 1). The characteristics of the optimisation configurations presented during MEOW are thought to be representative of the diversity of optimisation problems encountered in complex systems modelling (e.g. [23]). Most participants had resorted to optimisation to estimate parameters to fit the model to observed data, either because they were directly interested by the value of the parameters or to enhance the predictive ability of their model. Most of the models involved in these studies were treated as black-boxes. We have primarily classified the optimisation methods used according to the number of parameters to be estimated and the number of model evaluations performed, which are the two main characteristics readily available for black-box models (Fig 1-Annex1). The number of evaluations varied from thousands to millions. The number of parameters to be estimated was between 5 and 73, representing sometimes less than 5% of the total number of model parameters. Four other questions have been identified as critical to the definition of the optimisation problem and the choice of the optimisation algorithm [87,59]: i) Does the objective function have one or many criteria? ii) Is the model deterministic or stochastic? iii) Are the parameter values continuous, discrete or mixed? iv) Are there constraints on these parameters and on internal or output variables? Fig 1 shows these four significant features in the test cases studied. Firstly, there was no case with discrete valued parameters although some models used these. Secondly, there were few optimisation problems subject to constraints. Thirdly, multi-criteria objective optimisation is dominant (which may explain the small number of constrained problems) but the objective function was often reduced to a single criterion by aggregation. Fourthly, the number of parameters was always less than hundred, lower than the total number of parameters in the models.

Fig 9.
Table 1-Annex1. Models and optimisation configurations for the MEOW case studies

<table>
<thead>
<tr>
<th>Scientific domain</th>
<th>Model name</th>
<th>Deterministic (D) / Stochastic (S)</th>
<th>Number of optimization parameters</th>
<th>Preliminary sensitivity analysis for parameters space reduction</th>
<th>Number of model evaluations</th>
<th>Objective function type</th>
<th>Optimisation constraints</th>
<th>Optimisation algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>1) Huast modD</td>
<td>S</td>
<td>172 (20)</td>
<td>yes</td>
<td>5 x 10^5</td>
<td>Multiple objective criteria</td>
<td>yes</td>
<td>NSGA-II</td>
</tr>
<tr>
<td></td>
<td>3) Samara</td>
<td>D</td>
<td>105 (4)</td>
<td>yes</td>
<td>10^7</td>
<td>Single objective criterion</td>
<td>no</td>
<td>Meta model-EGO</td>
</tr>
<tr>
<td></td>
<td>7) SUNFLO</td>
<td>D</td>
<td>64 (8)</td>
<td>no</td>
<td>10^7</td>
<td>Multiple objective criteria</td>
<td>no</td>
<td>NSGA-II</td>
</tr>
<tr>
<td>Fish / Fisheries</td>
<td>2) ISIS – Fish</td>
<td>D</td>
<td>256 (10)</td>
<td>yes</td>
<td>2000</td>
<td>Single objective criterion</td>
<td>no</td>
<td>Simulated annealing</td>
</tr>
<tr>
<td></td>
<td>4) GRSD</td>
<td>S</td>
<td>42 (3)</td>
<td>yes</td>
<td>1 x 10^4</td>
<td>Multiple objective criterion</td>
<td>yes</td>
<td>ABC</td>
</tr>
<tr>
<td></td>
<td>6) OSMOSE</td>
<td>S</td>
<td>300 (40)</td>
<td>yes</td>
<td>10^7</td>
<td>Multiple objective criterion</td>
<td>yes</td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td></td>
<td>9) Hake growth</td>
<td>D</td>
<td>86 (73)</td>
<td>no</td>
<td>500000 / 7000</td>
<td>Single objective criterion</td>
<td>no</td>
<td>Genetic algorithm / quasi newton</td>
</tr>
<tr>
<td>Sci / Landscape</td>
<td>8) MABELA</td>
<td>S</td>
<td>22 (8)</td>
<td>yes</td>
<td>1200</td>
<td>Multiple objective criterion</td>
<td>no</td>
<td>Meta model-EGO</td>
</tr>
<tr>
<td></td>
<td>5) Samaux2</td>
<td>S</td>
<td>42 (5)</td>
<td>yes</td>
<td>100000</td>
<td>Multiple objective criterion</td>
<td>yes</td>
<td>ABC, Metamodel</td>
</tr>
</tbody>
</table>

MEOW revealed that particular attention was paid to the formulation of the optimisation problem, but that the selection of the algorithms was more arbitrary. Often the choice of algorithm was dictated by the model user's previous experience and network rather than by an integrated problem and method evaluation. Moreover, the performance of the algorithms and, more specifically, the quality of the solutions were difficult to assess due to a lack of practical evaluation methods. At the end of the optimisation process, model users were generally left with doubts about whether the solution was optimal and whether the objective function was an adequate representation of the problem, in particular when the convergence was sensitive to the initial conditions. Another observation arising from the discussions is that tuning the
optimisation algorithms was not a straight path and often required several trials. Many pragmatic changes that were not immediately obvious were made during the process, for example: changing the algorithm used, adding constraints to the algorithm, changing weights in the objective function, and changing some algorithm settings. Finally, this workshop highlighted that, despite the absence of practical guidelines for optimisation, model users obtained acceptable solutions to their optimisation problems using already known or simplified formulations. Nevertheless, these default formulations did not always reflect the model users’ initial question. Actually when a default formulation or method did not match the initial goal, model users often accept to simplify their problem instead of resorting more sophisticated but unfamiliar methods.

1.1. Pre-processing practices at MEOW

Pre-processing operations, except dimension reduction, appeared in the form of implicit methods empirically acquired over time. However, most modellers were concerned about the lack of automated tools for pre-processing. Since the Mexico group has worked a lot on the dissemination and application of sensitivity analysis to complex models [25], it is not surprising that nearly all the group members used these techniques for reducing problems dimensions (Table 1-Annex1), i.e., to select a limited number of parameters from a larger group before the optimisation process (Fig 1-Annex1). Despite the use of sensitivity analysis, meta-models were never used to explore the shape of the objective function before the optimisation. Interestingly, all model calibrations were based on single criterion objective functions, sometimes combining different datasets, while decision and design optimisations were based on multiple criteria (Table 1-Annex1). Pre-processing is an important phase of any optimisation procedure but it tends to be sometimes neglected or not reported explicitly because it is considered to be time-consuming. As a consequence, pre-processing is often carried out only in the second iterations.
after a first test of the optimisation fails. However, the time devoted to pre-processing is often compensated for by the reduction in the number of iterations of the optimisation workflow before the optimisation problem is properly formulated (see Section 4). Hence, the development of an automated pre-processing toolbox would be very valuable to modellers and would prevent from discouraging the pre-processing stage.

1.2. Optimisation algorithms employed by MEOW members

The practices of the MEOW's group in terms of algorithm choice can be seen through the font choice in Fig 1. Overall, the algorithms chosen conform to the recommendations of Fig 4 in terms of numbers of parameters and optimisation budgets (number of possible solution) as presented in Fig 4.

Despite the large variety of problems encountered (see Table 1_Annex1), most of the optimisation case studies are located in the same part of the graph of Fig 4: a limited number of parameters and a relatively large computational budget. This can be partially attributed to the use of sensitivity analysis as described in Section 3.1. However, discussions revealed that the restriction of the number parameters by model users (for instance, by fixing many parameters to an arbitrary value) was also an important factor.

Local sampling methods and, in particular, metaheuristics (three cases studies used genetic algorithms and one used simulated annealing) are over-represented in comparison to other approaches. The use of the more local searches, such as trust regions, has been mostly neglected, while global approaches (EGO and ABC) were used in four cases (Fig 1_Annex1).

It appears, therefore, that model users chose global searches even if this restricted the number of parameters. Seeking global solutions is naturally more attractive to model users that cannot easily know the mathematical properties of the optimisation criteria they deal with, but one may question whether shifting this trade-off towards more local searches with a larger number parameters would be beneficial.
Several reasons explain the limited number of algorithms tried within the group. Firstly, there may be a strong cultural influence, the popularity of algorithms depending on the application field. For example, metaheuristics are popular in studies of water resources [80]. It seems that many model users, that are not experts in numerical optimisation, are more familiar with metaheuristics and global optimisation methods than with local methods. This may seem surprising when considering algorithm availability as most default optimisers in scientific computing environments (scipy.minimize in Python, optim in R, fminunc in Matlab, Octave, Scilab, ...) are BFGS based. Secondly, implementation issues dissuade model users from switching algorithms and create conservatism: software is platform-dependent, sometimes prohibitively expensive [9], implemented in specific programming languages, as standalone programs or as a library routines with non-standard call methods. Furthermore, reformulating the problem would require considerable work, particularly if the optimisation platform is not sufficiently flexible [9]. Finally, as discussed in the next Section, there is a lack of tools that can be used to assess whether switching algorithms is worth the additional effort.

1. Post-processing customs at MEOW

In general, the case studies did not follow specific guidelines for post-processing. Even when several optimisations were performed, only the one which produced the “best” solution was presented and the iterative “trial-and-error” process between the first formulation and final post-processing analyses were not reported. Although several case studies used the local model approach, only one (case 9 in Table 1-Annex1 and Fig 1-Annex1) used the Hessian matrix to investigate identifiability. No other explicit post-processing tools were applied to assess the robustness of the obtained solutions or to check the relevance of the problem formulation.

In summary, notwithstanding the useful information that is provided by optimisation software, we can deplore that this information is rarely used. Two reasons are apparent: firstly, there is an absence of guidelines, procedures and toolboxes for automating the analysis of this
information and, secondly, there is an unquestioning acceptance of the solutions provided, as if the algorithms were “magic potions”. This clearly appears to be a gap in the panel of tools available to practitioners, and could be a significant research topic. In particular, meta-models and fitness landscape concepts may still offer great potential for progress. We strongly encourage model users to make better use of algorithm traces and call for the development of guidelines and toolboxes targeted at model users for automating post-processing.
Annex 2: example of ODDO filling with the ISIS-Fish model
### Preprocessing

<table>
<thead>
<tr>
<th>Problem Formulation</th>
<th>Model</th>
<th>ISIS-Fish model of the mixed demersal fishery in the Eastern Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question</td>
<td>Estimating accessibility parameters for cod</td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Time series of commercial landings in kg per trip reported in logbooks 2008-2012, transformed into landings in number at age according to sampling of commercial landings and age-length key, then aggregated per age and year.</td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>6 bounded ([1e-7;1e-4]) continous parameters (accessibility at age, constant over time)</td>
<td></td>
</tr>
<tr>
<td>Bounds&amp;constraints</td>
<td>Positive values, values should be consistent across ages</td>
<td></td>
</tr>
</tbody>
</table>

### Development

<table>
<thead>
<tr>
<th>Performance</th>
<th>Time per model run</th>
<th>15min</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>parallelisation</td>
<td>Yes (10 runs in parallel)</td>
</tr>
<tr>
<td></td>
<td>language</td>
<td>java</td>
</tr>
<tr>
<td></td>
<td>Implementation of the optimisation algorithm</td>
<td>Recoding of the algorithm in Java</td>
</tr>
<tr>
<td>Uncertainty (process and data)</td>
<td>Data uncertainty: declarative data, possible bias, errors in the age-length key and in distribution across ages due to the sampling scheme</td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Initial objective function</td>
<td>Sum of squared relative errors values at age et per year</td>
<td></td>
</tr>
<tr>
<td>function</td>
<td>(\text{Sum}<em>{\text{year,age}}[(\text{Data}</em>{\text{year,age}} - \text{Model}<em>{\text{year,age}})/\text{Data}</em>{\text{year,age}}]^2)</td>
<td></td>
</tr>
<tr>
<td>Objective Function</td>
<td>Building: FO include data disaggregated at age to match parameter scale. Although kept constant in the model, accessibilities are likely to vary across years. FO is disaggregated per years so estimated accessibility is an average of yearly accessibilities. Each model-data distance is standardised by data value to give equal weight to each age and age.</td>
<td></td>
</tr>
<tr>
<td>reshaping</td>
<td>Yes. Simulated landings tend to be underestimated, standardisation by the value of the observation was removed in the final FO to give more weight to higher landings. Distance between model and data was divided by 1000 to prevent numerical problems.</td>
<td></td>
</tr>
<tr>
<td>final</td>
<td>(\text{Sum}<em>{\text{year,age}}[((\text{Data}</em>{\text{year,age}} - \text{Model}_{\text{year,age}})/1000)^2])</td>
<td></td>
</tr>
<tr>
<td>data</td>
<td>Check of data consistency after transformation and disaggregation</td>
<td></td>
</tr>
<tr>
<td>Exploratory Analysis</td>
<td>Reduction dimension</td>
<td>No</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------------------</td>
<td>----</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Family</th>
<th>Evolutionary strategy with starting points forced with a LHS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description-Justification</td>
<td>Evolutionary strategy is used to have a good exploration of the search space. It is easy to understand and runs can later be used to explore the robustness of the result.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Changes in the algorithm</th>
<th>no</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Settings</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Evolutionary strategy</td>
<td></td>
</tr>
<tr>
<td>o Population size: 20, 4 best kept at each generation</td>
<td></td>
</tr>
<tr>
<td>o Mutation rate and threshold: 0.8 and 0.5</td>
<td></td>
</tr>
<tr>
<td>o Crossover method: 2X</td>
<td></td>
</tr>
<tr>
<td>o Maximum number of generations: 500</td>
<td></td>
</tr>
<tr>
<td>o stopping criteria: none</td>
<td></td>
</tr>
</tbody>
</table>
| **Convergence** | Visual examination of the FO and parameter values in course of generations. Examination of the range of variation of parameters in the last generation and in the 100 best solutions. Comparison with previous optimisation exercise (using a simplex) and comparison of values between ages.

=> First run: Simulated landings tend to be underestimated

=> Second run: failure due to numerical problems

=> Third run: better distribution of residuals. Validation exercise using landings data aggregated at different scales and abundance data. |
<p>| <strong>Optimum properties</strong> | Fo and parameter values stable for the last 100 generations |
| <strong>Identifiability</strong> |  |
| <strong>Residual analysis</strong> | Visual analysis of residuals to detect patterns |
| <strong>Multicriteria</strong> | No |</p>
<table>
<thead>
<tr>
<th>Optimisation process</th>
<th>Number of simulations required</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Duration</td>
<td>36h</td>
</tr>
<tr>
<td></td>
<td>Reached stopping criteria</td>
<td>Yes</td>
</tr>
</tbody>
</table>

A second run was launched to try and solve the underestimation problem. FO was revised (see final): the standardisation by the value of the data was removed in the FO to give more weight to higher landings. Starting values were the results of a LHS with refined bounds according to a previous optimisation exercise.

This run failed because of numerical approximation problems (several parameter sets with exact same FO).

A third run was launched with distance between model and data was divided by 1000 to prevent numerical problems.
Fig 1.
Fig 2.
Fig 3.

Global model
- Metamodel, Lipschitz
- EGO, DIRECT

Global sampling
- Geometric, random
- EDA, SBB, ABC

Local model
- Trust-region
- NEWUOA
- Quasi-Newton
- (L-)

Local sampling
- Random
- SA, CMA-ES, PSO
- Geometric
- MADS, Nelder-Mead

more global

Sampling-based

more local
Fig 4.
Fig 5.

post-processing (4.2)

- The algorithm stops
- Explore ending traces ($T_n, T_m$)
  - Log($f$ - f best-so-far) vs. the number of function evaluations
  - Interactions plots: $f_i \sim (x_j, x_k)$
    - $(f_i, k_1) \sim x_j$
  - Hessian matrix if available

- Is simulation budget exhausted?
  - No more progress in both objective and parameter spaces?
  - Still progress on parameters space?
    - Are interactions, concavity and hessian diagnostics good?
      - Yes
  - Are there interactions, concavities?
    - Yes
  - Are all diagnostics good?
    - Yes

- Go back to previous steps in pre-processing (2)
  - Algorithm (3)
  - Increase simulation budget – and restart the algorithm with initial values = last values
  - Restrict parameters bounds
  - Reduce the number of parameters
  - Restart pre-processing and reshape the objective function
  - Change algorithm parameters (including initial values) or change algorithm
    - Reduce dimension of S, focusing on sensitive parameters

- Go to next step in post-processing (4.3.1)
  - The algorithm has converged to an optimum
    - Investigate identifiability
Fig 6.

Post-processing (4.3.1)

Post-processing (4.3.1)
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post-processing (4.3.2)

- Investigate identifiability
  - Simulation/estimation experiments
    - Interactions plots: $f \sim (x_j, x_k)$
    - $(f, f_k) \sim x_j$
  - Hessian matrix if available
    - Is there intrinsic redundancy of parameters?
    - Is there extrinsic redundancy of parameters?

Go back to previous steps in pre-processing (2)

- Reshape objective function
- Reduce dimension pb
- Modify the model
- Improve data sets (calibration)

Parameters are identifiable (the solution set is unique)

post-processing (4.3.3)

- Parameters are identifiable (the solution set is unique)
- Are statistical assumptions met?
- Are there correlations between residuals and covariates?
- Is there one dataset over-fitted compared to others?

Go back to previous steps in pre-processing (2)

- Reformulate the objective function
- Modify the model
- Change weight in the objective function
- Move to multi-criteria objective

Residuals are correct
Fig 8.
Fig 9.