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Abstract: The purpose of feature selection is to find important features from the original high-dimensional space. As a typical feature selection algorithm, Locally linear embedding(LLE)-based feature selection algorithm, which applies the idea of LLE to the graph-preserving feature selection framework, has been received wide attention. However, LLE-based feature selection framework is sensitive to noise and K-nearest neighbors. To address these problems, an improved LLE-based feature selection algorithm, robust LLE (RLLE) vote, is proposed. In this algorithm, $l_1$ and $l_2$ regularization are introduced into the high-dimensional reconstruction model of LLE. Furthermore, RLLE vote also proposes a criterion to measure the difference between the reconstruction features and the original features, and then the importance features can be selected by this criteria. Extensive experiments are carried out on a benchmark fault data set and the bearing data set collected from our own laboratory, and the experimental results demonstrate that RLLE vote achieves the most significant performance compared existing state-of-art methods.
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1. Introduction

In many pattern recognition and machine learning applications, the dimensionality of the features(or variables) is becoming much higher[1,2]. Such examples can be found in face recognition[3], handwriting character recognition[4], data mining[5], bearing fault diagnosis[6–8] and so on[9,10]. Usually, the high-dimensionality property of data brings at least two challenges for the learning algorithm, 1) it increases the computational burden of the algorithm; 2) the curse of dimensionality may degrade the performance of the learning algorithm[11]. To overcome these challenges, one always utilizes the dimension reduction techniques prior to processing data to the learning algorithm.

Typically, dimension reduction can be divided into two types: (1) feature selection[12] and (2) feature extraction[13]. Feature selection methods reduce the dimensionality of data by selecting a subset from original input, while feature extraction algorithms reduce the data’s dimensionality by relying on a certain property of the original input. Compared with feature selection, usually, low-dimensional features obtained by feature extraction are lack of meaningful interpretations, which restricts its application in practical engineering. On the contrary, the feature obtained by feature selection methods has distinct interpretations, which is widely used in many practical engineering[14], such as pattern recognition[15], image retrieval[16] and so on[17,18]. Consequently, we are particularly interested in feature selection in this paper.
Feature selection methods can be classified into three groups: filter, wrapper, and embedded [12]. The filter-based feature selection algorithms evaluate the importance of features by employing a predefined criterion, which is independent on the learning algorithms. The wrapper-based methods measure the significance of features by employing a predetermined learning algorithm. The embedded-based methods integrate the feature evaluation criteria into the learning algorithm to evaluate each feature. Note that both wrapper-based and embedded-based methods outperform the filter-based ones, since they take account of the learning algorithm. However, these approaches bring huge computational burden, which impedes their application dealing with high-volume data. According to the above analysis, the filter-based methods are more attractive and practical, especially when the amount of the data are large. In this paper, we focus on filter-based methods for feature selection.

Depending on whether the label information is available, filter-based feature selection methods can be categorized into supervised ones and unsupervised ones. The key of the supervised method is to evaluate the importance of each feature by employing a priori information, like Fisher score [19] which evaluates the importance of each feature depending on its discriminative. While the unsupervised methods sort the features based on its ability of preserving some properties of original input, like data variance [20] which ranks the features by their variance. Overall, the performance of supervised filter-based feature selection methods are superior to unsupervised ones, since the label information is available. However, obtaining label information is expensive and the amount of labeled is usually very limited in many cases. In other words, most supervised feature selection methods may bring ‘small labeled-sample problem’ [21].

More recently, inspired by the phenomenon that the data with the same class often cluster together, while the data with different class may separate in the original space, various extensions to the basic local structure of data have gained great popularity in feature selection. Some works demonstrate that the local structure of data is beneficial to seeking important features in unsupervised methods. Laplacian score [22] is one of such method, which scores each feature by its capability of preserving the learnt local structure. More recently, Liu et al. [23] proposed a filter-based graph-preserving feature selection framework. Generally speaking, data variance [20], Laplacian score [22], Fisher score [19], and constraint score [24] are all unified into this framework [25]. In such methods, feature selection problem is formulated to evaluate each feature by evaluating its ability of preserving the graph-structure which is learned by a predefined algorithm.

Despite the fact that some filter-based unsupervised feature selection methods have already gained great popularity in many real-word applications, it can still be further improved. Yao et al. [25] integrated locally linear embedding [26] into the graph-preserving feature selection framework. To be specific, it utilizes the locality information of data to construct a graph, and then measures the significance of each feature by evaluating its ability of preserving the graph-structure. Moreover, Lots of researchers have revealed the effectiveness of LLE [27, 28]. However, we find that it still brings at least two drawbacks that directly incorporate LLE into the graph-preserving framework, which will impede the performance of LLE in feature selection. To solve these drawbacks, we propose a new unsupervised filter-based feature selection with new criteria to measure the graph-preserving ability of the feature, and we called it LLE vote. Experimental results on two rolling bearing data sets reveal the effectiveness of the proposed method.

It is worth noting that the main contributions of this paper are summarized as follows:

1. With analysis of directly embedding LLE into the graph-preserving feature selection framework, we find it have at least three drawbacks: 1) it is susceptible to noise in computing graph-preserving; 2) it is sensitive to K-nearest neighbors in constructing graph-preserving framework.
2. To overcome the problems of directly embedding LLE into the graph-preserving framework, we propose a new criteria to measure the importance of each feature. In the new criteria, $l_1$ and $l_2$ regularization are introduced into the high-dimensional reconstruction model of LLE. Then, the weights are utilized to evaluate the importance of the feature.
(3) The RLLE vote algorithm is employed to select the features of two kinds of bearing data sets to validate the algorithm.

The reminder of this paper is organized as follows. Section 2 briefly reviews several filter-based feature selection methods. Then, we introduce the graph-preserving feature selection framework by LLE in detail and propose the RLLE vote in Section 3. Section 4 shows the experiments results. Finally, the conclusions are drawn in Section 5.

### Table 1. Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>number of classes</td>
</tr>
<tr>
<td>d</td>
<td>sample’s dimensionality</td>
</tr>
<tr>
<td>n</td>
<td>number of samples</td>
</tr>
<tr>
<td>$x_i$</td>
<td>the $i$-th sample, where $x_i \in \mathbb{R}^d$</td>
</tr>
<tr>
<td>X</td>
<td>data matrix, where $X = {x_1, ..., x_n}$</td>
</tr>
<tr>
<td>$n_P$</td>
<td>number of samples in the P-th class</td>
</tr>
<tr>
<td>$\mathbf{1}$</td>
<td>a vector with all elements equal to 1</td>
</tr>
<tr>
<td>$\mathbf{I}$</td>
<td>identity matrix</td>
</tr>
<tr>
<td>$f_r$</td>
<td>the $r$-th feature of all the data</td>
</tr>
<tr>
<td>$f_P^r$</td>
<td>the $r$-th feature of the P-th class</td>
</tr>
<tr>
<td>$f_{P_i}^r$</td>
<td>the $r$-th feature of the $i$-th sample in the P-th class</td>
</tr>
<tr>
<td>$\mu_r$</td>
<td>center of the $r$-th feature</td>
</tr>
<tr>
<td>$\mu_P^r$</td>
<td>center of the $r$-th feature in the P-class</td>
</tr>
<tr>
<td>$e$</td>
<td>$e = (e_1, ..., e_C)$</td>
</tr>
<tr>
<td>$e_P$</td>
<td>$e_P(i) = 1$, if the $i$-th data belongs to the P-class, or $e_P(i) = 0$</td>
</tr>
<tr>
<td>s(k)</td>
<td>a spectrum for $k = 1, ..., K$ (K is the number of spectrum lines)</td>
</tr>
<tr>
<td>$f_k$</td>
<td>the frequency value of k-th lines</td>
</tr>
</tbody>
</table>

### 2. Related works

In this section, we will briefly introduce several relevant filter-based feature selection methods. Some related notations are listed in Table 1 for explanation. Vectors are represented by lowercase letters (e.g., $x$), and matrices are indicated by capital boldface (e.g., $X$).

Data variance[20], the simplest unsupervised feature selection method, is utilized to evaluate the importance of each feature by its variance. Let $\text{Var}_r$ denote the variance of $r$-th feature, and it can be computed as follows:

$$\text{Var}_r = \frac{1}{n} \sum_{i=1}^{n} (f_{ri} - \mu_r)^2. \quad (1)$$

where $\mu_r = \frac{1}{n} \sum_{i=1}^{n} f_{ri}$. The large $\text{Var}_r$ means that the feature is representative.

Fisher score[19], a supervised feature selection method, measures the importance of the feature by evaluating its ability of maximizing the distance of inter-class and minimizing the distances of intra-class simultaneously. We denote the Fisher score of the $r$-th feature as $FS_r$, which is computed as follows:

$$FS_r = \frac{\sum_{P=1}^{C} (\mu_P^r - \mu_r)^2}{\sum_{P=1}^{C} \sum_{i=1}^{n_P} (f_{P_i}^r - \mu_P^r)^2}. \quad (2)$$

where $\mu_P^r = \frac{1}{n_P} \sum_{i=1}^{n_P} f_{P_i}^r$.

Laplacian score[22], an unsupervised feature selection method, evaluates the feature by its ability of preserving the local structure. Note that Laplacian score supposes that the local structure of the data plays a important role in feature selection. Let $LS_r$ represent the Laplacian score of $r$-th feature, and it can be computed as follows:

$$LS_r = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} (f_{ri} - f_{rj})^2 S_{ij}}{\sum_{i=1}^{n} (f_{ri} - \mu_r)^2 d_{ii}}. \quad (3)$$
where $D$ is a diagonal matrix with elements $d_{ii} = \sum_{j=1}^{n} S_{ij}$, and $S_{ij}$ denotes the weight coefficient between $x_i$ and $x_j$. It is defined as follows:

$$S_{ij} = \begin{cases} 
  e^{-\frac{|x_i-x_j|^2}{\sigma^2}} & \text{if } x_i \text{ and } x_j \text{ are neighbors,} \\
  0 & \text{otherwise.}
\end{cases} \quad (4)$$

where $\sigma$ is a constant set. The term "if $x_i$ and $x_j$ are neighbors" denotes the local structure of sample.

In practice, one always employs $c$-ball and $k$-nearest neighbors to find the neighborhood of each sample. We denote the weight matrix $S = (s_1,s_2,\ldots,s_n)$, then $D = \text{Diag}(S^1)$, where $\text{Diag}(\cdot)$ represents a diagonal matrix.

Constraint score[24], a semi-supervised feature selection method, can deal with partial label information. It utilizes the pairwise constraints. Specifically, when the pairwise belong to the same class, must-link constraints should be used in the model, otherwise, cannot-link constraints should be used. Two constraints scores are proposed, $CS_r^1$ and $CS_r^2$, to evaluate the importance of the $r$-th feature. They are defined as follows[24]:

$$CS_r^1 = \frac{\sum_{(x_i,x_j) \in M} (f_r - f_j)^2}{\sum_{(x_i,x_j) \in C} (f_r - f_j)^2}. \quad (5)$$

$$CS_r^2 = \sum_{(x_i,x_j) \in M} (f_r - f_j)^2 - \lambda \sum_{(x_i,x_j) \in C} (f_r - f_j)^2. \quad (6)$$

where $M = \{(x_i,x_j) | x_i \text{ and } x_j \text{ belong to the same class}\}$ and $C = \{(x_i,x_j) | x_i \text{ and } x_j \text{ belong to different classes}\}$ respectively represent the must-link constraints and the cannot-link constraints, and $\lambda$ is a parameter to balance the two terms in Eq.(6).

More recently, inspired by the phenomenon that the sparsity linear representation can improve the robustness of the model against the noise. Liu et al.[23] proposed an unsupervised filter-based feature selection method called sparsity score. It first utilizes $l_1$ regularization to construct a sparsity graph $S$, and it formulates as follows:

$$\min_{s_i} ||s_i||_1, \quad s.t. \ x_i = Xs_i, \ \sum_{j=1}^{n} s_{ij} = 1. \quad (7)$$

where $s_i = (s_{i,1}, \ldots, s_{i,j-1}, 0, s_{i,j+1}, \ldots, s_{i,n})^T$ and $S = (s_1, \ldots, s_n)^T$. Then the measurement $SS_r$ of the $r$-th feature can be calculated as:

$$SS_r = \frac{\sum_{i=1}^{n} (f_r - \sum_{j=1}^{n} s_{ij} f_j)^2}{\frac{1}{n} \sum_{i=1}^{n} (f_r - \mu_r)^2}. \quad (8)$$

In [23], Liu et al. also proposed a filter-based graph-preserving feature selection method as follows:

$$\text{score}_r^1 = \frac{f_r^T A f_r}{f_r^T B f_r}, \quad (9)$$

$$\text{score}_r^2 = \frac{f_r^T A f_r - \lambda f_r^T B f_r}{f_r^T B f_r}. \quad (10)$$

where $\lambda$ is a parameter to balance the two terms in Eq(10). Then, the aforementioned feature selection methods can be embedded into this framework, and the corresponding $A$ and $B$ are listed in Table 2. In this table, $D^M = \text{Diag}(S^M 1)$, $D^C = \text{Diag}(S^C 1)$, and the elements in matrix $S^M$ and $S^C$ are calculated as:

$$s_{ij}^M = \begin{cases} 
  1 & \text{if } (x_i,x_j) \in M \text{ or } (x_j,x_i) \in M, \\
  0 & \text{otherwise.}
\end{cases} \quad (11)$$
\[ s^C_{ij} = \begin{cases} 1 & \text{if } (x_i, x_j) \in C \text{ or } (x_j, x_i) \in C, \\ 0 & \text{otherwise.} \end{cases} \] (12)

Table 2. The definitions of A and B for several filter-based feature selection methods.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>A and B definition</th>
<th>Graph-preserving form</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data variance[20]</td>
<td>( A = I; \ B = \frac{1}{3} I^T )</td>
<td>Eq.(9) with ( \lambda = 1 )</td>
</tr>
<tr>
<td>Fisher score[19]</td>
<td>( A = \sum_{p=1}^{C} \frac{1}{e_p} e_p e_p^T - \frac{1}{e_1} e_1 e_1^T; \ B = I - \frac{1}{e_p} e_pe_p^T )</td>
<td>Eq.(9)</td>
</tr>
<tr>
<td>Laplacian score[22]</td>
<td>( A = D - S; \ B = D )</td>
<td>Eq.(9)</td>
</tr>
<tr>
<td>Constraint score[24]</td>
<td>( A = D^M - S^M; \ B = D^C - S^C )</td>
<td>Eq.(9) and Eq.(10)</td>
</tr>
<tr>
<td>Sparsity score[23]</td>
<td>( A = I - S - S^T + SS^T; \ B = I - \frac{1}{e_p} e_pe_p^T )</td>
<td>Eq.(10) with ( \lambda = 0 )</td>
</tr>
</tbody>
</table>

3. The proposed method

3.1. Problem formulation

As a typical manifold learning algorithm, LLE first learns the local structure of data in the high-dimensional space, and then obtains the low-dimensional embedding results by preserving these structures. In the previous work[26], many researcher have been embed LLE into the graph framework for feature extraction. Therefore, it is reasonable to extend LLE into filter-based feature selection task. In order to investigate the potential of LLE in feature selection, Yao et al.[25] proposed a graph-framework based on LLE to feature selection. However, to our best knowledge, we have not found any work using LLE to vote the feature so far. In this study, we first introduce how to embed LLE into the graph-preserving framework. To do so, we first employ LLE algorithm to model the local structure, which can be summarized as follows:

1) Find the neighborhood \( N_i = \{x_j, j \in Q_i\} \) for each sample \( x_i \);

2) Compute the reconstruction weights by minimizing the reconstructing error of \( x_i \) using samples in \( Q_i \).

In step 1), the Euclidean distance is commonly utilized to find K-nearest neighbors for \( x_i \). And then step 2) aims to find the optimal reconstruction weights based on the obtained K-nearest neighbors. The reconstruction weights are calculated by solving the following formula:

\[
\min_{\{w_{ij} \in Q_i\}} \|x_i - \sum_{j \in Q_i} w_{ij}x_j\|^2, \quad s.t. \quad \sum_{j \in Q_i} w_{ij} = 1. \tag{13}
\]

The construction weights matrix \( W = [w_{ij}]_{n \times n} \) is obtained by repeating step 1) and step 2) for all samples. In matrix \( W, w_{ij} = 0, \) if \( x_j \notin Q_i \). Note that the least squares method is always utilized to solve Eq.(13).

Then, the importance of each feature is evaluated by its ability to preserving these weights. The measurement \( \text{Score}_r \), of the \( r \)-th feature can be computed as follows[25]:

\[
\text{Score}_r = \sum_{i=1}^{n} (f_{ri} - \sum_{j=1}^{n} w_{ij} f_{rj})^2 \tag{14}
\]

Then the ranking list of the features can be obtained according to their \( \text{Score}_r \), and select the top \( d \) features with lowest scores. The detailed procedures of this method is shown in Algorithm 1. Let \( A = I - W - W^TW, \lambda = 0 \), the proposed method can be unified into the aforementioned framework in Eq.(10). The aforementioned method that directly embeds LLE into the graph-preserving framework feature selection are shown in Algorithm 1. Hence, the features reconstructed by LLE plays an
important role for this method to select the representative features. Recalling the measurement of Algorithm 1 in Eq.(14), we find three drawbacks in it which are summarized as follows:

- Because the ordinary least square algorithm is utilized to calculate the reconstruction weights, the model of Algorithm 1 is sensitive to noise[29].
- The model cannot select the K-nearest neighbors adaptively using Euclidean distance to measure the pairwise similarity. As shown in Figure 1, we can see that the 3-nearest neighbors of sample $x_i$ are samples $x_1$, $x_2$ and $x_3$ in original space. However, $x_3$ is the false neighbor of sample $x_i$. The measurement in Eq.(14) could not capture this case. Actually, the graph-preserving ability of the feature should take this case into consideration.

<table>
<thead>
<tr>
<th>Algorithm 1</th>
<th>Embedding LLE into the graph-preserving feature selection</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>:</td>
<td>The data matrix $X$.</td>
</tr>
<tr>
<td><strong>Output</strong>:</td>
<td>The rank feature list.</td>
</tr>
<tr>
<td>Procedure:</td>
<td>1): Find K-nearest neighbors of $x_i$, then compute its weights $w_{ij}$ by Eq.(13). Repeated these two procedures for all samples, and construct matrix $W$;</td>
</tr>
<tr>
<td></td>
<td>2): Evaluate the importance of the d feature by Eq.(14);</td>
</tr>
<tr>
<td></td>
<td>3): Rank the d feature in ascending order according to its score;</td>
</tr>
<tr>
<td></td>
<td>4): <strong>return</strong> The ranking list of the feature.</td>
</tr>
</tbody>
</table>

Due to these drawbacks, the measurement of Algorithm 1 may fail in some cases, which means that its performance will degrade. To address these problems, we propose a new criteria in next subsection.

![Figure 1](image_url) Select the local structure of the graph by embedding LLE into the graph-preserving framework

### 3.2. RLLE vote

As previous mentioned, one can find that there are two weaknesses that directly embeds LLE into the graph-preserving framework. To solve these weaknesses, we propose a new criteria to evaluate the importance of the feature. In the new criteria, we integrate the regularization technology into the computation of reconstruction weights. Due to the fact that the computation of objective function with $l_1$ regularization is expensive, and many important variables may be lose by this way. Thus, in this new criteria, we integrate the $l_1$ and $l_2$ regularization into the computation of the local structure. Specifically, we calculate the reconstruction weights of each element in $f_r$ as follows:

$$
\min_{\{w_{ij}^r\in Q_r^i\}} ||f_r - \sum_{j \in Q_r^i} w_{ij}^r f_j||^2 + \lambda_1 ||w_{ij}^r||_1 + \lambda_2 ||w_{ij}^r||_2^2
$$

(15)

where

$$
||w_{ij}^r||_1 = \sum_{j=1}^{K} |w_{ij}^r|, \quad ||w_{ij}^r||_2 = \sum_{j=1}^{K} w_{ij}^2.
$$

the neighborhood index set $Q_r^i : = \{j : f_j$ is one of the K-nearest neighbors of $f_r i\}$, and $\lambda_1$ and $\lambda_2$ are nonnegative tuning parameters. It is difficult to directly calculate Eq.(15), because it is not
differentiable when $W_{ij}^r$ is equal to zero\[30\]. LARS-EN, a relatively conservative iterative algorithm, is commonly utilized to compute the optimal solution.

After obtaining the reconstruction weight matrix $W^r = [w_{ij}^r]$ for the $r$-th feature using Eq.(15), we vote each feature by its ability to preserving these weights. We denote $RLLEV_r$ as the vote of the $r$-th feature, which is calculated as follows:

$$
Vote_r = \sum_{i=1}^{n} (f_{ri} - \sum_{j=1}^{n} w_{ij}^r f_{rj})^2
= f_r^T (I - W^r - W^r W^r)^2 f_r.
$$

(16)

We use the above measurement to evaluate the graph-preserving ability of each feature, and choose the top $d$ features with lowest votes. The detailed procedure of RLLE vote is presented in Algorithm 2.

Algorithm 2  RLLE vote

**Input**: The data matrix $X$.
**Output**: The ranked feature list.

**Procedure**:
1) For each $f_r$, recompute its K-nearest neighborhood set $Q_r$;
   Construct the reconstruction weighting matrix $W$ and $W^r$ via Eq.(13) and Eq.(15).
2) Compute the importance of the $d$ feature by Eq.(16);
3) Rank the $d$ feature in ascending order according to its RLLE vote;
4) return The ranking list of the feature.

Recalling the aforementioned weaknesses of Algorithm 1, we can find that LLE vote can overcome them efficiently. To be specifically, it can adaptively select K-nearest neighbors by setting an iterative termination condition in the LARS-EN algorithm. Furthermore, Zhang et al.\[29\] have proved that integrating $l_1$ and $l_2$ regularization into the model of local reconstruction can improve the robustness of the model.

4. Experiments results

In this section, we utilize the following experiments to evaluate the efficiency of our proposed methods on benchmark fault data set and the bearing data set collected from our own laboratory, by comparing with several relevant dimensionality reduction methods.

5. Experiments results

Bearing data set 1: The bearing data set is collected from the Case Western Reserve University Bearing Data Center (CWRU). This data set has become a benchmark for validating fault diagnosis algorithms. As shown in Figure 2, the test platform is mainly consisted of motor (left), torque transducer/encoder (centre) and dynamometer (right).

This bearing data set includes four types of data set(normal condition, ball fault, inner race fault and outer race fault), in which each kind of data contains 100 samples. Moreover, we select 1024 features as a sample, that is, the dimensionality of each sample is equal to 1024.

![Figure 2. The bearing test platform](image-url)
As shown in Figure 3, the test platform consists of a motor (left), a gearbox (centre) and a bearing (right). There are four different data sets (bearing case 1–bearing case 4) collected from the test platform. The vibration signals are obtained from the bearings with a sample frequency of 1kHz and 10kHz. Note that each data set also contains four types of data (normal condition, ball fault, inner race fault and outer race fault), in which each kind of data contains 100 samples. Furthermore, according to the description of this data sets are summarized in Table 4.

Table 3. Time-domain and Frequency-domain statistical features

<table>
<thead>
<tr>
<th>Time-domain features</th>
<th>Frequency-domain features</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1 = \frac{1}{D} \sum_{i=1}^{D} x(i)$</td>
<td>$F_1 = \frac{1}{K} \sum_{k=1}^{K} s(k)$</td>
</tr>
<tr>
<td>$T_2 = \sqrt{\frac{1}{D-1} \sum_{i=1}^{D} (x(i) - T_1)^2}$</td>
<td>$F_2 = \sqrt{\frac{1}{K-1} \sum_{k=1}^{K} (s(k) - F_1)^2}$</td>
</tr>
<tr>
<td>$T_3 = \sqrt{\frac{1}{D} \sum_{i=1}^{D} (x(i))^2}$</td>
<td>$F_3 = \sum_{i=1}^{K} (s(k) - F_1)^3$</td>
</tr>
<tr>
<td>$T_4 = \left( \frac{1}{T} \sum_{i=1}^{D} \sqrt{</td>
<td>x(i)</td>
</tr>
<tr>
<td>$T_5 = \frac{\sum_{i=1}^{D} (x(i) - T_1)^2}{(D-1)T_1^2}$</td>
<td>$F_5 = \frac{1}{K} \sum_{k=1}^{K} (s(k) - F_1) s_k$</td>
</tr>
<tr>
<td>$T_6 = \frac{1}{D} \sum_{i=1}^{D} (x(i) - T_1)^4$</td>
<td>$F_6 = \sqrt{\frac{1}{K} \sum_{k=1}^{K} (s(k) - F_1)^2 f_k}$</td>
</tr>
<tr>
<td>$T_7 = \frac{1}{D} \max</td>
<td>x(i)</td>
</tr>
<tr>
<td>$T_8 = \frac{\sum_{i=1}^{D} (x(i) - T_1)^2}{(D-1)T_1^2}$</td>
<td>$F_8 = \frac{1}{K} \sum_{k=1}^{K} (s(k))^2 f_k$</td>
</tr>
<tr>
<td>$T_9 = \frac{1}{D} \sum_{i=1}^{D}</td>
<td>x(i)</td>
</tr>
<tr>
<td>$T_{10} = \frac{\max(x_i) - \min(x_i)}{\frac{1}{D} \sum_{i=1}^{D}</td>
<td>x(i)</td>
</tr>
<tr>
<td>$T_{11} = \max x(i)$</td>
<td>$F_{11} = \frac{1}{K} \sum_{k=1}^{K} \sqrt{</td>
</tr>
<tr>
<td>$T_{12} = \min x(i)$</td>
<td>$F_{12} = \frac{1}{K} \sum_{k=1}^{K} (s(k) - F_1)^2 s_k$</td>
</tr>
<tr>
<td>$T_{13} = T_{11} - T_{12}$</td>
<td>$F_{13} = \frac{K}{K^{1/2}}$</td>
</tr>
<tr>
<td>$T_{14} = \frac{1}{D} \sum_{i=1}^{D} x(i)$</td>
<td>$F_{14} = \frac{1}{K} \sum_{k=1}^{K} (s(k) - F_1)$</td>
</tr>
<tr>
<td>$T_{15} = \frac{T_3}{T_1}$</td>
<td>$F_{15} = \frac{T_3}{T_1}$</td>
</tr>
<tr>
<td>$T_{16} = \frac{D}{4} x(i)^2$</td>
<td>$F_{16} = F_8$</td>
</tr>
<tr>
<td>$T_{17} = \frac{D}{4}$</td>
<td>$F_{17} = F_8$</td>
</tr>
<tr>
<td>$T_{18} = \frac{T_3}{T_1}$</td>
<td>$F_{18} = F_8$</td>
</tr>
<tr>
<td>$T_{19} = \frac{T_3}{T_1}$</td>
<td>$F_{19} = F_8$</td>
</tr>
<tr>
<td>$T_{20} = \frac{T_3}{T_1}$</td>
<td>$F_{20} = F_8$</td>
</tr>
</tbody>
</table>

Bearing data set 2: This bearing data set is obtained from a real test platform in our own laboratory. As shown in Figure 3, the test platform consists of a motor (left), a gearbox (centre) and a bearing (right). There are four different data sets (bearing case 1–bearing case 4) collected from the test platform under different operating conditions. In this data set, the rotational speed of the motor is 1400 r/min. The vibration signals are obtained from the bearings with a sample frequency of 1kHz and 10kHz. Note that each data set also contains four types of data (normal condition, ball fault, inner race fault and outer race fault), in which each kind of data contains 100 samples. Furthermore, according to the sampling rate and the frequency of signal, the dimensionality of each sample is also 1024. The detailed description of this data sets are summarized in Table 4.

Figure 3. The bearing test platform 2
Moreover, for reducing the influence of nonlinear characteristic and noise, in the following experiments, we first compute the statistic features of each sample in the time-domain and frequency-domain spaces. The detailed depictions of the statistical features of the original data sets are shown in Table 3. Besides, all time-domain statistical features are also calculated in frequency-domain space, but they are not listed in Table 3 because of the page limitation. In order to improve the performance of our proposed methods, excellent statistical features are selected.

Table 4. Description of bearing data set 2

<table>
<thead>
<tr>
<th>Data Name</th>
<th>sampling</th>
<th>Class</th>
<th>Number</th>
<th>load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bearing case 1</td>
<td>1k</td>
<td>4</td>
<td>400</td>
<td>0Hp</td>
</tr>
<tr>
<td>Bearing case 2</td>
<td>10k</td>
<td>4</td>
<td>400</td>
<td>0Hp</td>
</tr>
<tr>
<td>Bearing case 3</td>
<td>1k</td>
<td>4</td>
<td>400</td>
<td>1Hp</td>
</tr>
<tr>
<td>Bearing case 4</td>
<td>10k</td>
<td>4</td>
<td>400</td>
<td>1Hp</td>
</tr>
</tbody>
</table>

5.1. Visualization evaluation

We evaluate the clustering performance of our proposed method by comparing the visualization results with several other relevant dimensionality reduction methods, i.e., Variance, Laplacian score, Fisher score, LLE and Algorithm 1. We perform all the dimensionality reduction algorithms on the bearing data set 1, and the embedding results are shown in Figure 4. From this Figure, we can easily find that: 1) The performance of Algorithm 1 is the worst, since it is sensitive to noise and the number of neighborhoods K; 2) The results of LE score and LLE have excellent intra-class compactness, but their inter-class separation are poor, that is, part of the samples with different labels overlap; 3) The performance of Variance and Fisher score are superior to LE score, LLE and Algorithm 1, due to the fact that the variance model can select features with large variance by its measurement criteria, and the supervised Fisher score can employ the label information for training samples; 4) Compared with other methods, RLLE vote outperforms than other related methods. The main reason is that RLLE vote can reveal the neighborhood relations between data samples clearly due to the imposed regularization technology, and by this way, it can adaptively select K-nearest neighbors and simultaneously improve the robustness of the model.

Figure 4. The three-dimensional(3D)embedding results obtained by different dimension reduction algorithms on the bearing data set 1. The red points denote normal data. The green points indicate inner fault data. The blue points represent ball fault data. The black points indicate outer fault data.
5.2. Quantitative clustering evaluation

In order to quantitative analysis the proposed methods, Fisher criterion is introduced. The Fisher criterion is a statical method that is used to compare variances of the two variational series, and it is defined as follows[31]:

\[
F = \frac{S_b}{S_w} \tag{17}
\]

\[
S_w = \sum_{i=1}^{c} \sum_{j=1}^{N_c} (x_j - \mu_i)(x_j - \mu_i)^T \tag{18}
\]

\[
S_b = \sum_{i=1}^{c} (\mu_i - \bar{\mu})(\mu_i - \bar{\mu})^T \tag{19}
\]

where \( S_b \) measures the distance of inter-class, and \( S_w \) denotes the distance of intra-class. The larger value of \( F \) is, the better performance of the corresponding algorithm will be.

In the second experiment, bearing data set 1, bearing case 1 and bearing case 2 are examined for quantitative evaluation. We show the comparison results in Table 5. From the Table, we can easily find that the quantitative results generally keep consistent with the visualization results. Specifically, the value of \( F \) obtained by Algorithm 1 is smallest, that is, the Algorithm 1 is the worst. Moreover, Fisher score can deliver higher value of \( F \) than Variance, LE score and LLE in most cases, due to the fact that it can make use of the label information of samples so that the performance of inter-class separation and intra-class compactness can be enhanced. In addition, RLLE vote deliver the largest \( F \) value in most cases so that it is superior to other methods. According to the aforementioned analysis, it shows the validity of the proposed measurement in RLLE vote.

Table 5. Quantitative clustering evaluation results

<table>
<thead>
<tr>
<th>Methods</th>
<th>CWRU</th>
<th>Bearing case 1</th>
<th>Bearing case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( F )</td>
<td>( F )</td>
<td>( F )</td>
</tr>
<tr>
<td>Variance</td>
<td>3.5234</td>
<td>0.1450</td>
<td>0.4826</td>
</tr>
<tr>
<td>Fisher score</td>
<td>47.311</td>
<td>11.382</td>
<td>3.2519</td>
</tr>
<tr>
<td>LE score</td>
<td>6.2297</td>
<td>19.071</td>
<td>0.9313</td>
</tr>
<tr>
<td>LLE</td>
<td>1.4567</td>
<td>1.2046</td>
<td>0.7835</td>
</tr>
<tr>
<td>Algorithm 1</td>
<td>0.5980</td>
<td>0.0994</td>
<td>0.1828</td>
</tr>
<tr>
<td>RLLE vote</td>
<td>111.35</td>
<td>19.240</td>
<td>2.9025</td>
</tr>
</tbody>
</table>

5.3. Fault recognition

In the third experiment, we evaluate our RLLE vote for recognizing bearing data sets via comparing with other relevant methods. The involved bearing data sets include bearing case 3 and bearing case 4. For quantitative recognition evaluations, we perform k-nearest-neighbor(kNN) over the low-dimensional \( Y \) by each method due to its simplicity. For each experimental setting, we select 80 samples from each type of this data set as training set and the others as test set. Therefore, the results are averaged over 10 random splits of training/test samples to alleviate the bias.

In this experiment, we evaluate the recognition performance under different numbers of features and show the results in Figure 5. From this Figure, we can have the following findings. First, the recognition evaluation results of Algorithm 1 and LLE are usually the worst, since they cannot provide a clear separation of samples from different classes, and cannot enhance compactness for intra-class samples simultaneously; Second, Fisher score obtains comparable and even better outcomes than other remaining approaches on the whole, since it can employ the label information of samples, and the performance of inter-class separation and intra-class compactness can be enhanced; Third, the performance of RLLE vote can be improved via increasing the numbers of features in virtually all cases. To be specifically, the performance of RLLE vote firstly increases faster as the number of features is
relatively small, while the recognition result goes up slower when the numbers of features is large; Final, our RLLE vote is superior to other relevant methods in most cases, especially on the bearing case 4. Therefore, the experiment results validate the efficiency of our proposed method.

![Graphs showing recognition rate vs. number of features for different cases.](image)

**Figure 5.** Recognition rate (%) of different dimension reduction algorithms using different numbers of features.

### 5.4. Parameter analysis of RLLE vote

Finally, we investigate the influence of the model parameter selection on the data visualization results. In this experiment, bearing data set 1 is employed for evaluation. Due to the fact that it is impossible to visualize all the possible results under different parameter settings. In this study, we mainly explore the effects of parameter K on the visualization results, and we change K from 13 to 40. The parameter analysis results on the visualizations are shown in Figure 6. From this figure, one can find that when the value of K is small than 32, our proposed method can offer a distinct separation among the different kinds of samples and simultaneously obtain the enhanced compactness for intra-class samples. On the contrary, when the value of K is larger than 32, RLLE vote has excellent intra-class compactness, but their inter-class separation are degrade, that is, part of the samples with different labels overlap. Generally speaking, RLLE vote can perform well in a wide range of parameter settings, which demonstrates that the performance of our proposed method is robust to the parameter K, i.e., the selection of K will be relatively easier for the real applications. It is worth noting that we can obtain a guidance of the selection of model parameters based on the above experimental results and analysis.
6. Conclusion

In this paper, the idea of LLE embeds LLE into the graph-preserving feature selection framework, and then a new filter-based feature selection method called LLE vote is proposed. RLLE vote introduces $l_1$ and $l_2$ regularization in high-dimensional reconstruction of LLE, which can address the existing problems that directly embedding LLE into the graph-preserving feature selection framework. Specifically, the importance of each feature is evaluated by measuring the difference between feature reconstructed by RLLE vote and the original data. Extensive experimental results on two rolling bearing data sets not only validate the effectiveness of our the proposed method, but also demonstrate that our proposed method is superior to the existing state-of-art methods.

In feature, the optimal determination of the sparse reconstruction still remains an open problem in reality, which needs further investigation in future. Furthermore, the local structure is actually consisted of both the location of the neighbors and the reconstruction weights, it is difficult to determine the effects of them yet. In addition, investigating the joint of feature selection learning and tensor learning will be considered, since tensor learning algorithms ease both the curse dimensionality and the computation issues.
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