Discontinuous Boundary Elements for Fluid Flow Problems in Discrete Fracture Networks
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Modeling fluid flow in three-dimensional (3D) Discrete Fracture Networks (DFNs) is of relevance in many engineering applications, such as hydraulic fracturing, oil/gas production, geothermal energy extraction, nuclear waste disposal and CO₂ sequestration. A new Boundary Element Method (BEM) technique with discontinuous quadratic elements and a parallel Domain Decomposition Method (DDM) is presented herein for the simulation of the steady-state fluid flow in 3D DFN systems with wellbores, consisting of planar fractures having arbitrary properties and wellbore trajectories. Numerical examples characterized by DFNs of increasing complexity are investigated to evaluate the accuracy and efficiency of the presented technique. The results show that accurate solutions can be obtained with less nodes than with mesh-based methods (e.g. Finite Element Method). In addition, the DDM algorithm used provides a quite fast convergence. The simulation results of the fluid flow around intersections among traces (linear intersections between fractures), intersections between traces and a fracture boundaries, and wellbore intersections is accurate.

Source code is available at https://github.com/BinWang0213/PyDFN3D.
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1 | INTRODUCTION

Modeling fluid flow in fractured rocks has been for long of relevance in many engineering applications, such as hydraulic fracturing, oil/gas production, geothermal energy extraction, nuclear waste disposal and CO₂ sequestration. Two predictive models are generally used: the Equivalent Porous Medium (EPM) and the Discrete Fracture Network (DFN). EPM is considered when fractures are highly connected and the fracture network can be condensed into a porous medium with associated permeability tensor. DFN is alternative to EPM for multi-scale fracture networks where all the fractures must be explicitly represented.

In the last decades, significant efforts have been produced to simulate the fluid flow in three-dimensional (3D) DFNs. The adopted numerical methods can be categorized into: 1) mesh-based methods, 2) the Equivalent Pipe Network (EPN) and 3) the Boundary Element Method (BEM). In the mesh-based methods the computational mesh is firstly...
generated over the entire fracture system and the flow field is then obtained by resorting to the Finite Element Method (FEM) or the Finite Volume Method (FVM). These methods offer considerable precision but, given the geometrical complexity of a DFN (see Fig. 1), the use implies high computational demand and memory usage [28], also originating from high-quality mesh generation and Local Grid Refinement (LGR), both required to accurately resolve the sharp pressure gradients around the intersections (traces) among fractures and in the near-field of a well[26]. In Fig. 1b, an example of a DFN consisting of 932 fractures of various sizes and orientations is depicted; a relatively coarse FEM mesh has been built consisting of nearly 1.61 million nodes and 3.84 million triangular elements. In spite of the limited number of fractures of the network, the computational demand is huge and the FEM solution can be handled only through the use of sophisticated numerical techniques. In this respect, several advanced techniques have been recently developed and documented in literature. In [12, 8, 17], non-conforming meshes independently built on each fracture are used, and the minimization of a cost functional is applied to enforce a coupling of domain decomposition method and error estimators to control the accuracy of the solution. Techniques based on conforming polygonal meshes of complex DFNs have also been proposed, e.g. in [5, 6, 25], where the Virtual Element Method is used, in [4], by combining Mimetic Finite Differences and mixed finite elements, and in [15], where an Hybrid High Order method is applied.

In order to furnish a more efficient solution, the EPN method was alternatively proposed: the DFN is transformed into a network of one-dimensional conductors (pipes) connecting the mid-points of the traces in a fracture and having specific conductance [14, 22, 47]. EPNs feature great advantages in terms of computational efficiency and simplicity and as such are suitable to model large fracture networks. However, unique pipe-connection patterns are difficult to generate and the equivalence gives rise to unavoidable errors. Recently, a graph-based method is proposed to reduce the error of EPNs [3, 29].

The application of BEM requires a one-dimensional discretization (a mesh) of lines corresponding to the fracture edges and traces [41], the method reveals being very accurate to resolve the sharp pressure gradients near traces and wells even when few one-dimensional elements are used, provided that semi-analytic basis functions are introduced for the representation of the variables [33, 45]. In Fig. 1c, it is shown that the number of the boundary elements of the discretization is about two orders of magnitude less than the number of elements associated to a mesh-based method.

The contributions concerning the use of BEM for the prediction of the fluid flow in three-dimensional DFNs are still quite limited. Shapiro and Andersson [40, 41, 2] were the first to apply the method by resorting to constant boundary elements for fracture edges and traces. Later, Lenti and Fidelibus [22, 35] proposed an advanced BEM technique in which quadratic elements are used for fracture edges and constant elements are used for internal traces. The choice of constant elements derived from the need to handle the flux discontinuities occurring around the intersections between traces in the plane of a fracture. An optimization procedure was also applied to reduce the memory usage when solving the global matrix. The authors indicated that the resort to low-order constant elements may lead to up to 22% flux balance error when compared to a reference solution. Yang et al [48] and Chen et al [13, 20, 19, 17] have recently proposed a BEM method to model transient shale gas flow problems in a 2D infinite domain where BEM with constant elements is used to solve matrix flow, finite difference method is used to solve 1D fracture flow within discrete fracture network and Laplace transform is used to resolve transient flow.

Fast solutions for the flow regime are crucial for industrial application of DFNs. In this sense, none of the three methods mentioned above prevails in offering such solutions. However, the scientific community may benefit from any contribution improving one of the methods. In this note, a novel BEM technique including discontinuous quadratic basis functions for the boundary elements and with the application of a parallel Domain Decomposition Method (DDM) is proposed for the prediction of the steady-state fluid flow in 3D DFNs. This technique efficiently resolves the problem at the intersections between traces, furnishes a solution of higher quality and allows handling fracture-wise homogeneous permeability and aperture (each fracture can have proper homogeneous values of permeability and aperture).
The note is organized as follows: in Section 2 a detailed description of the adopted formulation and of the typical discretization associated to the proposed BEM technique is reported; in Section 3 the DDM algorithm is briefly introduced and commented; in Section 4 the technique is tested and verified by using three verification examples and one synthetic field application example. Finally, the possible extensions of the technique are discussed and concluding remarks are drawn accordingly.

2 | BEM FORMULATIONS

In this section, with reference to the proposed technique, the BEM formulation adopted for the steady-state fluid flow in 3D DFNs is described. The derivation of the integral equations and of the final algebraic system are reported, given the special basis functions of the discontinuous elements.

2.1 | Boundary integral equations

With reference a local coordinate system \( X = \{ X_1, X_2, X_3 \} \), a three-dimensional fracture domain \( \Omega^* \) is considered. The mean plane of the fracture is \( \pi \), whereas \( n_\pi \) and \( t_\pi \) are the unit vector normal and tangent to \( \pi \), respectively. A domain \( \Omega \) is defined in \( \pi \) and referred to a local coordinate system \( x = \{ x_1, x_2 \} \); \( \Omega \) is limited by the fracture edges; the boundary is \( \Gamma \) with an outward normal \( n \). The domain \( \Omega^* \) is such that \( \Omega^* = \{ X : X = y + b_Y t_Y, y \in \pi \} \), being \( b_Y(x) \) the fracture thickness, or aperture, a number much smaller than each of the dimensions of \( \pi \) in \( \pi \). In what follows \( b_T(x) = b_T \) is assumed uniform in \( \pi \), top and bottom walls of the fracture are planes parallel to \( \pi \), thus the fluid velocities inside the fracture are parallel to \( \pi \). In addition, it is also assumed that the relative distribution along \( n_\pi \) is uniform.

By assuming that the fracture intrinsic permeability \( k \) (unit m\(^2\)) is homogeneous and uniformly distributed in \( \Omega^* \) and the fluid dynamic viscosity \( \mu \) (unit kg m\(^{-1}\)s\(^{-1}\)) is independent of pressure \( p \), the governing equation for a steady-state fluid flow in \( \Omega^* \) with a generic volumetric source term \( Q(X) \) (unit s\(^{-1}\)) can be expressed as follows [16]:

\[
-\frac{k}{\mu} \nabla^2 p(X) = Q(X)
\]

where \( p(X) \) is fluid pressure (unit kg m\(^{-1}\)s\(^{-2}\)). The 3D problem can be reduced into a 2D problem by averaging Eq. [1] along \( n_\pi \). By splitting the operator \( \nabla \) in an in-plane component \( \nabla_\pi \) and a normal component \( \nabla_{n_\pi} \) one has:

\[
-\frac{k}{\mu} \nabla^2_\pi \int_{b_T}^{b_T} p(X) \, d\pi_\pi = \int_{b_T}^{b_T} Q(X) \, d\pi_\pi \\
-\frac{k b_T}{\mu} \nabla^2_{n_\pi} \bar{p}(x) = q(x)
\]

in which \( \bar{p}(x) = \frac{1}{b_T} \int_{-b_T/2}^{b_T/2} p(X) \, d\pi \) is the averaged pressure along \( n_\pi \), \( q(x) = \frac{1}{b_T} \int_{-b_T/2}^{b_T/2} Q(X) \, d\pi \) is a distributed areal source. In what follows, \( \nabla \) is used for \( \nabla_\pi \) and \( \bar{p} \) is assimilated to \( \bar{p} \).

The fracture can be intercepted by other fractures, whose mean planes give rise to linear intersections (traces) in \( \pi \). Also wellbores can cross the fracture, and the intersections are considered in what follows punctual point intersections (wellbore intersections) in \( \pi \).

Assuming the rock matrix is impervious, there is no leakage from the blocks bounded by the fractures, therefore there are no areal sources, rather the source term \( q(x) \) is given by linear sources and point sources [16] from the traces and the wellbore intersections, respectively. In what follows, the compound of traces in \( \Omega \) is denoted by \( t \), whereas
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$T$ is the set of all the traces in the same domain; wellbore intersections are denoted by $s$ in a set $S$ of all the wellbore intersections in $\Omega$. Therefore, the source term $q(x)$ can be written as:

$$q(x) = \sum_{t \in T} \delta_{t.qt} + \sum_{s \in S} q_s \delta_s$$  \hspace{1cm} (3)

being $\delta_{t.qt}$ the Dirac Delta function defined, for any sufficiently regular function $\varphi(x)$, as $\langle \delta_{t.qt}, \varphi \rangle = \int q_t(y) \varphi(y) dy$, where $q_t(y)$ (unit m$^2$s$^{-1}$), is the concentrated volumetric source per unit trace length on $t$, whereas $\delta_s$ for wellbore $s \in S$ is the Dirac Delta function located at the intersection point between the well and the mean fracture plane, $x_s$, defined as $\langle \delta_s, \varphi \rangle = \varphi(x_s)$ and $q_s$ (unit m$^3$s$^{-1}$) is the volumetric point source at wellbore $s$.

By substituting Eq. (3) into Eq. (2) the governing equation for the fluid flow in a fracture is obtained:

$$-\frac{k b_f}{\mu} q^2 p = \sum_{t \in T} \delta_{t.qt} + \sum_{s \in S} q_s \delta_s$$  \hspace{1cm} (4)

Dirichlet and Neumann boundary conditions apply to the boundary $\Gamma$ for the solution of Equation (4). The Boundary Integral Equation (BIE) corresponding to Eq. (4) is as follows:

$$-\frac{k b_f}{\mu} \left( c(x_i) p(x_i) + \int_{\Gamma} p(x) \frac{\partial w(x_i,x)}{\partial n} d\Gamma \right) = -\frac{k b_f}{\mu} \int_{\Gamma} \frac{\partial p}{\partial n}(x) w(x_i,x) d\Gamma - \sum_{t \in T} \int_{\Gamma} q_t(x) w(x_i,x) \, d\Gamma \quad - \sum_{s \in S} q_s w(x_i,x_s)$$  \hspace{1cm} (5)

where the derivative of $p$ with respect to the normal is included, and where $x_i, x$ are a source point and a field point, respectively, $x \in \Gamma$, $x \in \Gamma \cup T \cup S$. $c(x_i)$ is a geometrical free term and $w$ is a weighing function.

By neglecting the gravity, the fluid velocity $u$ (unit m s$^{-1}$) is equal to $-(k/\mu) \nabla p$; the corresponding BIE for the components $u_j(x_i)$ is:

$$c(x_i) u_j(x_i) b_f - \frac{k b_f}{\mu} \int_{\Gamma} p(x) \frac{\partial}{\partial x_j} \left( \frac{\partial w(x_i,x)}{\partial n} \right) d\Gamma = -\frac{k b_f}{\mu} \int_{\Gamma} \frac{\partial p}{\partial n}(x) \frac{\partial w(x_i,x)}{\partial x_j} d\Gamma - \sum_{t \in T} \int_{\Gamma} q_t(x) \frac{\partial w(x_i,x)}{\partial x_j} d\Gamma$$  \hspace{1cm} (6)

Details on derivation and notation for the above BIEs are given in Appendix A. The weighing function $w$ corresponds to the fundamental solution of the steady-state fluid flow equation for a source point $x_i$. The function $w$ and the derivative $\frac{\partial w}{\partial n}$ with respect to the normal $n$ are:

$$w(x_i,x) = \frac{1}{2\pi} \ln \frac{1}{r(x_i,x)}$$

$$\frac{\partial w(x_i,x)}{\partial n} = \frac{1}{2\pi} \frac{(x_i - x) \cdot n}{r^2(x_i,x)}$$  \hspace{1cm} (7)

where $r(x_i,x)$ is the distance between $x_i$ and $x$. 
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2.2 Discretization with discontinuous quadratic elements

Lenti and Fidelibus [35] proposed a BEM technique for DFNs in which constant basis functions for the traces were used in order to deal with the flux discontinuities at trace-trace and trace-boundary intersections. However, due to the low accuracy of the constant element approximation, the application of the technique implies errors increasing with the geometrical complexity of the DFN. In this note, an advancement is proposed by resorting to quadratic basis functions and discontinuous Boundary Elements (BEs), intrinsically including flux discontinuities at the nodes. As shown in Fig. 2
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**FIGURE 2** BEM discretization for a fracture domain; $x_i$ is a collocation node, $x_j$ an integration node; green, blue and red dots represent the collocation nodes.

A discretization is produced by subdividing the boundary $\Gamma$ and the traces $t \in T$ in straight BEs, and collocation nodes are placed on each element, coinciding with source points of Eq. [5]. Given the quadratic basis functions, three nodes are placed along each BE. It is to note that the nodes never coincide with trace-trace intersections and trace-boundary intersections, where the flux of $p$ is discontinuous. Other nodes can coincide with the wellbore intersections $s \in S$.

![Figure 3](image-url)

**FIGURE 3** Discontinuous quadratic element used for boundary and trace elements, with $-1 \leq \xi \leq 1$, $\xi_1 = -\alpha$, $\xi_2 = 0$, $\xi_3 = \alpha$.

Being $\mathbf{N} = \{N_i\}_{i=1,...,3}$ the (elemental) quadratic basis functions (see Fig. 3), pressure $p$ can be approximated as follows:

$$p(\xi) = \sum_{i=1}^{3} p_i N_i(\xi), \quad \frac{\partial p}{\partial n}(\xi) = \sum_{i=1}^{3} \left( \frac{\partial p}{\partial n}\right)_i N_i(\xi), \quad -1 \leq \xi \leq 1$$

(8)

where $\xi$ is a local normalized coordinate, $p(\xi), \frac{\partial p}{\partial n}(\xi)$ are defined in a finite dimensional space, $p_i, \left( \frac{\partial p}{\partial n}\right)_i$ are nodal values. Functions $\mathbf{N}$ are defined as follows:

$$N_1 = \frac{1}{2} \frac{\xi}{\alpha} \left( \frac{\xi}{\alpha} - 1 \right), \quad N_2 = \left( 1 - \frac{\xi}{\alpha} \right) \left( 1 + \frac{\xi}{\alpha} \right), \quad N_3 = \frac{1}{2} \frac{\xi}{\alpha} \left( \frac{\xi}{\alpha} + 1 \right), \quad 0 < \alpha \leq 1$$

(9)
where $\alpha$ is the collocation factor. For $0 < \alpha < 1$, the first and the third nodes of the element are shifted inside of a normalized quantity equal to $\alpha$. For $\alpha = 1$ the ordinary quadratic functions are obtained. A value of $\alpha = 0.67$ is suggested [24] and assumed in the following. Boundaries and traces are approximated by using the same functions $N$, using $x = \sum_{i=1}^{3} x_i N_i(\xi)|_{\xi = 1}$, i.e. the shape functions of Eq. [9] with $\alpha = 1$.

By denoting $J_{\text{tot}}$ the set of the indexes of all the nodes, a global numbering is introduced for the nodes and for the (global) basis functions $N_i$, being $N_i(x_i)$ equal to 1 if and only if $i = j$, for $i, j \in J_{\text{tot}}$. The following sets are also introduced: $J_{\Gamma}$, including the indexes of the nodes belonging to the boundary $\Gamma$; $J_s$, including the indexes of the nodes belonging to trace $t \in T$; $J_s$, including the index of the node matching $x_s$. The following sets are further defined; $J_T = \bigcup_{t \in T} J_t$; $J_S = \bigcup_{s \in S} J_s$. Without loss of generality the indexes of these sets are numbered consecutively, first counting the nodes on the boundary $\Gamma$ and then those on traces and wellbore intersections.

In what follows $\rho^{\Gamma} = \sum_{j \in J_{\Gamma}} \rho_j N_j(x)$, $\rho^T = \sum_{j \in J_T} \rho_j N_j(x)$, $\rho^S = \sum_{j \in J_S} \rho_j N_j(x)$ are the discrete solutions on $\Gamma$, on the traces and on the wellbore intersections, respectively. Similarly, the discrete counterpart of $\frac{\partial \rho}{\partial n}$ on $\Gamma$ is introduced as $\left( \frac{\partial \rho}{\partial n} \right)^{\Gamma} = \sum_{j \in J_{\Gamma}} \left( \frac{\partial \rho}{\partial n} \right)_j N_j(x)$, whereas the source on trace $t \in T$ is denoted by $q^t_j(x) = \sum_{j \in J_t} q^t_j N_j(x)$.

Finally, $p^*, \star = (\Gamma, T, S)$ is the array collecting column-wise the unknowns $p^*_j, j \in J_\star$, $\left( \frac{\partial \rho}{\partial n} \right)^{\Gamma}$ collects the unknown derivatives of $\rho$, $q^T$ collects $q^t_j$, for $j \in J_t$ and $t \in T$, and $q^S$ collects $q_s$, $s \in S$.

By inserting the above definitions into the BIE Eq. (5) yields:

$$C^{\Gamma} p^{\Gamma} + H^{\Gamma} p^{\Gamma} = C^{\Gamma} \left( \frac{\partial \rho}{\partial n} \right)^{\Gamma} + G^{\Gamma} q^T + G^S q^S$$

$$C^{T} p^{T} + H^{T} p^{T} = C^{T} \left( \frac{\partial \rho}{\partial n} \right)^{\Gamma} + G^{T} q^T + G^T q^S$$

$$C^{S} p^{S} + H^{S} p^{S} = C^{S} \left( \frac{\partial \rho}{\partial n} \right)^{\Gamma} + G^{ST} q^T + G^S q^S$$

(10)

where $C^\star = (\Gamma, T, S)$ are elementary matrices, with $C^\star_{ij}$ equal to $\frac{k_b r_j}{\mu}$ when $x_i$ is inside the domain and equal to $\frac{k_b r_j}{\nu}$ when $x_i$ is on the boundary, and the $G$-type and $H$-type matrices contain the integrals in the same equation. In formula:

$$G^{\Gamma}_{ij} = \frac{k_b r_j}{\mu} \int_{\Gamma} w(x_i, x) N_j(x) d\Gamma, \quad i, j \in J_{\Gamma};$$

$$G_{ij}^{ST} = \int_{T} w(x_i, x) N_j(x) dt, \quad i \in J_T, j \in J_s, t \in T;$$

$$G_{ij}^{ST} = w(x_i, x) N_j(x), \quad i \in J_T, j \in J_S;$$

$$G^{\Gamma}_{ij} = \frac{k_b r_j}{\mu} \int_{\Gamma} w(x_i, x) N_j(x) d\Gamma, \quad i \in J_T, j \in J_s;$$

$$G^{ST}_{ij} = \int_{T} w(x_i, x) N_j(x) dt, \quad i \in J_S, j \in J_T;$$

$$G^{S}_{ij} = \int_{T} w(x_i, x) N_j(x) dt, \quad i \in J_S, j \in J_T;$$

$$G_{ij}^{SS} = \frac{1}{2\pi} \ln r_{s(i)}, \quad i \in J_S;$$

$$G_{ij}^{SS} = w(x_i, x), \quad i \neq j \in J_S;$$

(11)
Matrices $H^{FR}$, $H^{SF}$, $H^{TF}$ are defined like the $G$-type matrices $G^{FR}$, $G^{SF}$, $G^{TF}$ by substituting in the formulas the fundamental solution with the derivative with respect to the normal. Note that in general $G^{TF} \neq (G^{TF})^T$, $G^{ST} \neq (G^{TS})^T$, $G^{SF} \neq (G^{FS})^T$. The diagonal entries of $G^{SS}$ goes to infinity for the distance $r(\mathbf{x}_i, \mathbf{x})$ approaching zero. Also, in order to avoid the singular point and apply the constant pressure boundary condition for wellbores, the nodes of pressure unknowns $p^S(\mathbf{x})$ are placed on the boundary of the borehole, thus having a distance $r_s$ from the collocation node at the centre of the well. This handling of the wellbores was used and validated in a previous work [45].

Eq. 10 can be expressed in compact form as follows:

$$
\begin{bmatrix}
G^T \\ C^T \\ G^S \\
\end{bmatrix}
\begin{bmatrix}
p^T \\ p^S \\
\end{bmatrix} =
\begin{bmatrix}
G^{FR} & G^{FT} & G^{FS} \\
G^{TR} & G^{TT} & G^{TS} \\
G^{SR} & G^{ST} & G^{SS} \\
\end{bmatrix}
\begin{bmatrix}
p^T \\ p^T \\ q^T \\
\end{bmatrix} =
\begin{bmatrix}
\begin{bmatrix}
\frac{\partial p}{\partial n} \\
\end{bmatrix}^T \\
\end{bmatrix}
$$

(12)

On each node of the boundary, pressure $p$ or flux $\frac{\partial p}{\partial n}$ can be specified, for a Dirichlet or a Neumann condition, respectively, thus, the columns of the matrices in Eq. 12 can be re-ordered to have the coefficients of all the unknowns on the left-hand side and the coefficients of all the known terms on the right-hand side. However, the prevailing condition is the insulation condition, i.e. $\frac{\partial p}{\partial n}=0$. Once the solution of Eq. 12 is obtained, pressure and velocity at any point $\mathbf{x}_i$ can be calculated by applying Eqs. 5-6.

It is to remark that if a wellbore with a flow rate $q_w$ penetrates multiple fracture planes, thus forming, say, $s_1, s_2, \ldots, s_n$ punctual point intersections, one for each fracture, additional conditions have to be applied: same pressure value $p_w$ for all the wellbore intersections and $q_{s_1} + q_{s_2} + \ldots + q_{s_n} = q_w$. For example, if an injection well penetrates two fractures with given flow rate $q_w$, three unknowns and three equations are introduced for the wellbore. The three unknowns associated to the well are: the same wellbore pressure $p_w$ for both $s_1$ and $s_2$, the flow rates $q_{s_1}$ at fracture 1 and $q_{s_2}$ at fracture 2, respectively. Only two equations from the equation system 12 are available, thus an additional equation $q_{s_1} + q_{s_2} = q_w$ is required.

### 2.3 Fast analytical BIE integration

After the BEM discretization is performed, given the singularity of the fundamental solution $w$, there is the need to perform singular integrations, nearly-singular integrations and non-singular integrations. The singular and nearly-singular integrations require special techniques, because the standard numerical integration may lead to large errors [33]. Element subdivision, analytical and semi-analytical integration, adaptive Gaussian quadrature, coordinate transformation and BIE modification [36, 44, 27] can be adopted. Also exact analytical integration formulations are available [24, 50, 49]. In this note, an exact integration formulation for discontinuous quadratic elements is derived based on the method proposed by [50]. The expressions for the integrals of $G$-type and $H$-type matrices for a boundary or a trace integration element in Eq. 11 are reported in what follows; the quantities $A_l, D_l, E_l, F_l, I_l, S_l, T_l (l = 0, \ldots, 2)$ and $a, e$ are defined in Appendix B.

$$
\int_{*} \mathbf{w}(\mathbf{x}_i, \mathbf{x}) \mathbf{N}_j(\mathbf{x}) \text{ d}x^* = \begin{bmatrix} G_1, & G_2, & G_3 \end{bmatrix}^T \\
\int_{*} \frac{\partial \mathbf{w}(\mathbf{x}, \mathbf{x})}{\partial n} \mathbf{N}_j(\mathbf{x}) \text{ d}x^* = \begin{bmatrix} H_1, & H_2, & H_3 \end{bmatrix}^T \\
\text{for } \mathbf{x} = \{T^*, \ T^*\}
$$

(13)
When a collocation node does not pertain to the integration element, the analytical integration formulations are:

\[
G_1 = \frac{1}{2\pi} \int \left( \frac{A}{a^2} - \frac{A_1}{a} \right) \, d\alpha, \quad G_2 = \frac{1}{2\pi} \int \left( A_0 - \frac{A_1}{a} \right) \, d\alpha, \quad G_3 = \frac{1}{2\pi} \int \left( \frac{A}{a^2} + \frac{A_1}{a} \right) \, d\alpha
\]

\[
H_1 = \frac{1}{2\pi} \int \left( \frac{F}{a^2} - \frac{F_1}{a} \right) \, d\alpha, \quad H_2 = \frac{1}{2\pi} \int \left( F_0 - \frac{F_1}{a} \right) \, d\alpha, \quad H_3 = \frac{1}{2\pi} \int \left( \frac{F}{a^2} + \frac{F_1}{a} \right) \, d\alpha
\]

(14)

where \( J \) is the Jacobian. When a collocation node is instead on the integration element, the formulations are:

\[
G_1 = \frac{1}{2\pi} \int \left( \frac{S}{a^2} - \frac{S_1}{a} \right) \, d\alpha, \quad G_2 = \frac{1}{2\pi} \int \left( S_0 - \frac{S_1}{a} \right) \, d\alpha, \quad G_3 = \frac{1}{2\pi} \int \left( \frac{S}{a^2} + \frac{S_1}{a} \right) \, d\alpha
\]

\[
H_1 = H_2 = H_3 = 0
\]

(15)

For the discretized form of Eq. 6, the derivatives with respect to \( x_k \) (\( k = 1, 2 \)) of the terms of the G-type and H-type matrices are required and are as follows:

\[
\int \frac{\partial}{\partial x_k} \frac{\partial w(x,\alpha)}{\partial \alpha} N_j(\alpha) \, d\alpha = \begin{bmatrix} \frac{\partial G_1}{\partial x_k}, & \frac{\partial G_2}{\partial x_k}, & \frac{\partial G_3}{\partial x_k} \end{bmatrix}^T J \star = (\Gamma, \Upsilon)
\]

(16)

Again, when a collocation node does not pertain to the integration element, the formulations are:

\[
\frac{\partial G_1}{\partial x_k} = -\frac{1}{4\pi} \left( \frac{E_{k2}}{a^2} - \frac{E_{k1}}{a} \right), \quad \frac{\partial G_2}{\partial x_k} = -\frac{1}{4\pi} \left( E_{k0} - \frac{E_{k2}}{a^2} \right), \quad \frac{\partial G_3}{\partial x_k} = -\frac{1}{4\pi} \left( \frac{E_{k1}}{a^2} + \frac{E_{k1}}{a} \right)
\]

\[
\frac{\partial H_1}{\partial x_k} = \frac{1}{4\pi} \left( \frac{I_{k2}}{a^2} - \frac{I_{k1}}{a} \right), \quad \frac{\partial H_2}{\partial x_k} = \frac{1}{4\pi} \left( I_{k0} - \frac{I_{k2}}{a^2} \right), \quad \frac{\partial H_3}{\partial x_k} = \frac{1}{4\pi} \left( \frac{I_{k1}}{a^2} + \frac{I_{k1}}{a} \right)
\]

(17)

Finally, when a collocation node is on the integration element, the formulations are:

\[
\frac{\partial G_1}{\partial x_k} = J \frac{D_k}{4\pi a^2} \left( \frac{T_2}{a^2} - \frac{T_1}{a} \right), \quad \frac{\partial G_2}{\partial x_k} = J \frac{D_k}{4\pi a^2} \left( T_0 - \frac{T_2}{a^2} \right), \quad \frac{\partial G_3}{\partial x_k} = J \frac{D_k}{4\pi a^2} \left( \frac{T_1}{a^2} + \frac{T_1}{a} \right)
\]

\[
\frac{\partial H_1}{\partial x_k} = \frac{J D_k}{4\pi a} \left( \frac{T_2}{a^2} - \frac{T_1}{a} \right), \quad \frac{\partial H_2}{\partial x_k} = \frac{J D_k}{4\pi a} \left( T_0 - \frac{T_2}{a^2} \right), \quad \frac{\partial H_3}{\partial x_k} = \frac{J D_k}{4\pi a} \left( \frac{T_1}{a^2} + \frac{T_1}{a} \right) = 0
\]

(18)

All the formulations above are implemented and tested in the computer code PyDFN3D.

3 | PARALLEL DOMAIN DECOMPOSITION ALGORITHM (DDM)

In what follows a simple network of intersecting fractures (see Figure 4) is considered. For large DFN problems, in the context of BEM, the direct coupling, i.e. the assembly of a large system of equations, including the compatibility conditions at the interfaces among adjacent domains, may be too computationally demanding. In previous works, parallel DDMs were developed aimed at iteratively solving a series of small dense linear subsystems, rather than a coupled large unsymmetrical sparse linear system [9,10,11,43]. In DDM, conditions at interfaces are updated at each iteration, until obtaining a solution that fits the specified compatibility condition at each interface [46].

Given \( N_F \) fractures and \( N_T \) traces in a DFN, and being \( T_k \) the set of all traces on fracture \( \Omega_k \), \( k = 1, \ldots, N_F \), and \( T \) the set of all the traces in the network, each trace \( t \in T \) is shared by fractures \( \Omega_J \) and \( \Omega_J, I \neq J \in [1, \ldots, N_F] \), then a map \( \tau \) between each trace and the corresponding pair of fracture indexes: \( \tau(t) = \{ I, J \} \), being \( t = \Omega_I \cap \Omega_J \). Compatibility conditions at the traces impose the continuity of pressure and the balance of normal fluxes, which can be
FIGURE 4 Simple DFN with 3 fracture planes, $\Omega_1, \Omega_2, \Omega_3$, and six intersection traces, $t_1, t_2, t_3, t_4, t_5, t_6$ expressed as follows:

$$q_{I,t} + q_{J,t} = 0 \quad \text{on } t, \{ I, J \} = \tau(t)$$

where $q_{I,t}, p_{I,t}$ are the restriction of quantities $q_I$ and $p_I$, respectively, to trace $t$ on fracture $\Omega_I$, for $t \in T_I$. Then, the parallel domain decomposition algorithm here used for the resolution of large DFN problems is depicted in Table 1 in which the superscript is used to indicate iteration counter.

<table>
<thead>
<tr>
<th>TABLE 1 Parallel domain decomposition algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. set $k=0$ and initial guess $p_{I,t}^0$ on each fracture $\Omega_I$, $I = 1, \ldots, N_F$ at each intersection trace, $t \in T_I$</td>
</tr>
<tr>
<td>2. compute $q_{I,t}^0$ by solving Eq. 10 at each fracture domain $\Omega_I$, $I = 1, \ldots, N_F$</td>
</tr>
<tr>
<td>while $\varepsilon = \sum_{I=1}^{N_F} \sum_{t \in T_I} | p_{I,t}^{k+1} - p_{I,t}^k | / | p_{I,t}^k | &lt; \text{TOL}$ do</td>
</tr>
<tr>
<td>3. update $p_{I,t}^{k+1} = p_{I,t}^k - \beta^k \left( q_{I,t}^k + q_{J,t}^k \right)$, at each intersection trace $t \in T$, ${ I, J } = \tau(t)$</td>
</tr>
<tr>
<td>4. compute $q_{I,t}^{k+1}$ by solving Eq. 10 at each sub-domain $\Omega_I$, $I = 1, \ldots, N_F, t \in T_I$</td>
</tr>
<tr>
<td>5. $k=k+1$</td>
</tr>
<tr>
<td>end while</td>
</tr>
</tbody>
</table>

It is to remark that, according to the solution strategy, the compatibility conditions of Eq. 19 are satisfied up to a given tolerance TOL, this quantity being directly associated with the mass flux balance over all intersections. The optimal relaxation parameter $\beta^k$ is defined as follows:[46]:

$$\beta^k = \frac{\sum_{t \in T} e_{p,I,t}^k \cdot (e_{q,I,t}^k + e_{q,J,t}^k)}{\sum_{t \in T} \| e_{q,I,t}^k + e_{q,J,t}^k \|^2}, \quad \{ I, J \} = \tau(t)$$

with error terms between two iterations $e_{p,I,t}^k = p_{I,t}^{k+1} - p_{I,t}^k$, and $e_{q,I,t}^k = q_{I,t}^{k+1} - q_{I,t}^k$. Clearly, lower values of TOL yield better flux balance at the traces, at the cost of a larger number of iterations and computational time. A TOL value of $1 \times 10^{-6} - 1 \times 10^{-9}$ is used for the following computations.
## 4 | NUMERICAL EXAMPLES

In this section, three numerical examples are presented: the first example is used to verify the proposed technique through a comparison with the exact solution of the steady-state fluid flow in a unit square fracture without internal sources; the other two examples are introduced to demonstrate the robustness and reliability of the technique when dealing with more complex DFN systems.

### 4.1 | Unit square problem

Consider the fluid flow in a unit square $\Omega = \{(x, y) \in (0,1) \times (0,1)\}$ with $\mu = 1$, $k = 1$ and $b_T = 1$. The Darcy problem is considered in $\Omega$ with boundary conditions as in Fig. 5. The exact solution is known (shown in Fig. 5):

$$p(x, y) = 15 \cos(4\pi x) \frac{\sinh(4\pi y)}{\pi \cosh(4\pi)}$$

(21)

The relative errors of the proposed methods are analyzed by computing the norm errors $e_p$ and $e_u$ for $N$ sampling points over the computation domain as below:

$$e_p = \sqrt{\frac{\sum_{i=1}^{N} (p_{i, exact} - p_{i, h})^2}{N}}, \quad e_u = \sqrt{\frac{\sum_{i=1}^{N} (u_{i, exact} - u_{i, h}) \cdot (u_{i, exact} - u_{i, h})}{N}}$$

(22)

where $N = 1600$ sampling points are uniformly distributed over the domain.

---

As shown in Fig. 5, a reference Finite Element Method (FEM) solution produced by the FEM code COMSOL\textsuperscript{21} (using continuous quadratic element) is compared to BEM solutions with constant, discontinuous linear and discontinuous quadratic elements, respectively. The results show that the presented BEM technique can be more accurate than FEM with the same order of basis functions, especially for the velocity values. In this case, the higher-order quadratic BEM produces velocity error of $1.79 \times 10^{-3}$ with the mesh size of 0.16. While the quadratic FEM produces velocity error of of $1.19 \times 10^{-2}$ with the maximum mesh size of 0.01.
4.2 | Single fracture domain problem

In order to further evaluate the robustness and reliability of the proposed technique, a comparison is performed against a FEM solution with the 2nd order accuracy.[26].

The solution for a single fracture domain with one fracture intersection and one well is tested. A uniform pressure of -5Pa is prescribed to the trace; the pressure at the wellbore is fixed at 3 Pa. Fluid viscosity is 2 Pa·s and fracture permeability is 3 m². All other parameters are adopted from the example 1.

![Single fracture domain problem](image1.png)

**Figure 7** Single fracture domain problem: Ω is a unit square with three edges subjected to a Neumann boundary condition and one edge subjected to a Dirichlet boundary condition; pressures of -5 Pa and 3 Pa are prescribed to the trace and to the wellbore, respectively.

As shown in Figs. 8 10, the BEM solution using 97 elements is characterized by the same level of accuracy of the FEM solution with 9432 linear elements. Thanks to the exact point source fundamental function adopted, the BEM successfully captures the sharp pressure gradient in the vicinity of wellbore using only one node.
FIGURE 8  Comparison of typical meshes for fracture modeling: BEM refined mesh has 97 elements where FEM LGR mesh has 9432 elements

FIGURE 9  Small scale DFNs domain of Case 3, injector $S_{\text{Inj}}$ with pressure constrains of 2 MPa and producer $S_{\text{Pro}}$ with pressure constrains of 1 MPa

FIGURE 10  Comparison of BEM pressure and discharge solution along $y=0.24$ with the corresponding FEM solution

4.3  Four-fractures DFN

With reference to Fig. 11, the steady-state fluid flow in a small DFN consisting of four rectangular fractures is solved. The result of the proposed technique is compared against the result of a FEM model with quadratic elements and a refined mesh. Three horizontal fractures $\Omega_{2-4}$ intersect a vertical fracture $\Omega_1$. The injection well $S_{\text{Inj}}$ crosses $\Omega_3$ and the production well $S_{\text{Pro}}$ crosses two fractures, $\Omega_{2,4}$. Fixed pressure values for injection well and production well are 2 MPa and 1 MPa, respectively. The apertures of the four fractures are set as 0.01 m. Wellbore radius is 0.001 m. The fluid viscosity and fracture permeability are 0.001 Pa · s and $3 \times 10^{-10} \text{m}^2$, respectively.

In Fig. 12, the pressure and velocity solutions of the presented BEM technique are compared to the reference FEM solutions. For the BEM solution, only 87 boundary elements resulted sufficient to reach a perfect match with the FEM solution. Owing to DDM, the coupled large unsymmetrical sparse linear system is decomposed into 4 dense linear subsystems. In each iteration, these small subsystems are solved independently. In this example, the proposed
DFNs of four fractures: domain size is $1 \text{ m} \times 1 \text{ m} \times 1 \text{ m}$, wellbore radius is 0.001 m, fracture apertures are constant and equal to 0.01 m; further geometrical details are Appendix C.

Technique furnishes a maximum flux balance error over all traces and wells of $4.2 \times 10^{-9}$ m$^3$/s in 112 iterations. This error can be further reduced by more iterations, however, the global flux balance would not change too much. Thus, TOL is set as $1 \times 10^{-9}$ m$^3$/s. The calculated flux at the injection well is 13.03 m$^3$/day, slightly different (0.2%) from the one provided by the FEM solution (13.05 m$^3$/day).

### 4.4 93-fractures DFN

The last example considers a 97-fractures DFN (4 faults and 93 natural fractures) where there are 2 vertical wells, drilled through four faults (Fig. 13a). The 93 natural fractures are randomly generated by the open-source DFN modeling tool ADFNE [41]. Constant pressure values of 15 MPa and 10 MPa are fixed at the injection well and production well, respectively. No flow boundary conditions are prescribed on all fractures. Uniform aperture and permeability are assigned to all the fractures. Based on lab experiments and field observation, fracture apertures and permeability distributions follow specific Probability Density Functions (PDFs), such as power-law and log-normal distribution [42]. As shown in Fig. 13b, the log-normal PDF is adopted to generate the apertures (mean value of -2.1 and standard deviation value of 0.27 are adopted [42]) and the cubic-law $k_f = b_f^2/12$ is applied to calculate the corresponding permeability [51]. The faults have the same aperture of $3 \times 10^{-4}$ m and the same permeability of $7.5 \times 10^{-9}$ m$^2$.

Fig. 14a shows the BEM mesh for the fault 0. Totally 2146 discontinuous quadratic elements (23 element per fracture plane) were used in this problem. Fig 14b shows the steady-state pressure solution. 2132 iterations were required to reach a maximum flux balance error over all intersections and wells of $2.6 \times 10^{-6}$ m$^3$/s.

It is worthwhile to note that the performance of the parallel DDM algorithm in PyDFN3D could be easily accelerated through a parallel implementation in High Performance Computing (HPC) systems.

### 5 CONCLUSIONS

A novel numerical technique based on the Boundary Element Method (BEM) and with discontinuous quadratic elements and a parallel domain decomposition is presented for solving steady-state fluid flow problems in 3D Discrete Fracture Networks (DFNs). Fast analytical integration formulations were derived to account for singular, nearly-singular and non-singular BEM integrals. Several examples were investigated to verify the accuracy, robustness and applicability of
(a) Pressure solution  
(b) Pressure $p$ along the red line  
(c) Velocity component $u_1$ along the red line  
(d) Velocity component $u_2$ over the red line

**FIGURE 12** Pressure and velocity solution of Case 3. Red line in (a) is the line of the plots (b)-(d)

(a) large scale DFNs model where fracture 0 marked in red  
(b) Permeability distribution

**FIGURE 13** A DFN with 4 conductive faults and 93 natural fractures, one injection well $S_{I_{inj}}$ with pressure constraint of 15 MPa and one production well $S_{P_{prod}}$ with pressure constraint of 10 MPa
FIGURE 14  Permeability distribution and pressure solution for the 97-fractures DFN

the proposed method. The following conclusion can be drawn:

- the limitations of a previously proposed BEM technique for 3D DFNs are resolved, including higher computational error due to lower-order piece-wise constant basis function, flux discontinuity at the trace-trace, trace-boundary intersections and fracture-wise homogeneous aperture and permeability;
- the second-order discontinuous quadratic basis functions are employed for the approximation of both pressure and velocity on fracture boundaries and traces; the proposed technique shows fast convergence of pressure and velocity with rates of 3.74 and 4.15, respectively, much higher than the convergence rates of reference mesh-based method with linear/quadratic element;
- the numerical examples described herein indicate an excellent agreement between the proposed method and a highly-refined reference FEM solution; with the proposed technique much less nodes and elements can be used to achieve similar results by FEM solution;
- the use of the point source function results highly effective for the simulation of the sharp pressure gradients in the near-field of a wellbore;
- the companion parallel DDM algorithm shows good convergence properties, although the number of iterations could be reduced.

It is intention of the authors to implement in the future the proposed method in a parallel code, also resorting to other DDM algorithms.
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A weighted residual statement for Eq.4 as is follows:

$$- \frac{k_{bf}}{\mu} \left( \int_{\Omega} \nabla \cdot (\nabla p) \, d\Omega - \int_{\Omega} \nabla p \cdot \nabla w \, d\Omega \right) = \sum_{t \in T} \int_{\Omega} q_{t}(\gamma)w(\gamma) \, d\gamma + \sum_{s \in S} q_{s}w(x_{s}) \). \quad (A.2)$$
where \( w \) is a weighting function. It can be re-written as follows:

\[
- \frac{kb_f}{\mu} \left( \int_{\Omega} \nabla \cdot (w \nabla p) d\Omega - \int_{\partial \Omega} \nabla \cdot (p \nabla w) d\Omega + \int_{\Omega} \nabla \cdot (\nabla w) p d\Omega \right) = \sum_{t \in T} \int_{t} q_t(x) w dt + \sum_{s \in S} q_s w(x_s). \tag{A.3}
\]

By formally using twice the divergence theorem, once for \( \int_{\Omega} \nabla \cdot (p \nabla w) d\Omega = \int_{\partial \Omega} p \nabla w \cdot n d\Gamma \), and then \( \int_{\Omega} \nabla \cdot (\nabla w) p d\Omega = \int_{\partial \Omega} p \nabla w \cdot n d\Gamma \) one obtains:

\[
- \frac{kb_f}{\mu} \left( \int_{\Omega} \int_{\Gamma} p \nabla w \cdot n d\Gamma - \int_{\Omega} p \nabla w \cdot n d\Gamma + \int_{\Omega} \nabla \cdot (\nabla w) p d\Omega \right) = \sum_{t \in T} \int_{t} q_t(x) w dt + \sum_{s \in S} q_s w(x_s) \tag{A.4}
\]

which can be compactly rewritten as:

\[
- \frac{kb_f}{\mu} \left( \int_{\Gamma} \frac{\partial p}{\partial n} d\Gamma - \int_{\Omega} \frac{\partial w}{\partial n} d\Gamma + \int_{\Omega} \nabla \cdot (\nabla w) p d\Omega \right) = \sum_{t \in T} \int_{t} q_t(x) w dt + \sum_{s \in S} q_s w(x_s). \tag{A.5}
\]

If the weighting function \( w \) is assumed equal to the fundamental solution of Laplacian operator in 2D, say \( w(x, y) \), such that \( \int_{\Omega} \nabla \cdot (\nabla w(x, y)) dx = \delta_y \), then Eq. (A.5) becomes:

\[
- \frac{kb_f}{\mu} \left( \int_{\Gamma} \frac{\partial p}{\partial n} d\Gamma - \int_{\Omega} \frac{\partial w}{\partial n} d\Gamma - p \right) = \sum_{t \in T} \int_{t} q_t(x) w dt + \sum_{s \in S} q_s w(x_s) \tag{A.6}
\]

The BIE is finally derived from Eq. (A.6) using the concept of half circle or half spherical problem [13] as:

\[
- \frac{kb_f}{\mu} \left[ c(x_j) p(x_j) + \int_{\Gamma} p(x) \frac{\partial w(x_j, x)}{\partial n} d\Gamma \right] = - \frac{kb_f}{\mu} \int_{\Gamma} \frac{\partial p}{\partial n} (x) w(x_j, x) d\Gamma \\
- \sum_{t \in T} \int_{t} q_t(x) w(x_j, x) dt - \sum_{s \in S} q_s w(x_j, x_s) \tag{A.7}
\]

where \( x_j \) denotes the source point, and \( c(x_j) = 1 \) if \( x_j \) is located inside the domain or \( c(x_j) = \frac{1}{2} \) if \( x_j \) is located on the boundary, if the boundary is smooth [13].

### B | ANALYTICAL INTEGRATIONS

By assuming that a quadratic BEM element is a straight line, as shown in Figs. [2-3], the integrals in [13] can be analytically calculated and the results of the integration subsequently reported in 2.3 by using the integral quantities reported in what follows.

The integrals depend on the locations of the two extreme nodes \((x_1(1), x_2(1))\) and \((x_1(3), x_2(3))\) of the integration element and of the collocation node \((x_{1i}, x_{2j})\). According to the method proposed by [50, 49], the following geometrical
where $J$ is the Jacobian of a straight element and $L$ is the length of the element.

Using the constants defined above, the following integrals are solved:

$$F_n = \int_{-1}^{1} \frac{\xi^n}{a\xi^2 + b\xi + c} \, d\xi, \quad A_n = \int_{-1}^{1} \xi^n \ln \left( a\xi^2 + b\xi + c \right) \, d\xi, \quad S_n = \int_{-1}^{1} \xi^n \ln \left( \frac{L}{2} |\xi - \xi_i| \right) \, d\xi \quad (B.5)$$

With the help of the symbolic mathematics tool SymPy\cite{38}, the solutions of the above integrals can be found:

- **Integrals $F_n$:**

$$F_0 = \begin{cases} \frac{2}{\sqrt{4ac-b^2}} \left( \text{arctan} \left( \frac{2a+b}{\sqrt{4ac-b^2}} \right) - \text{arctan} \left( \frac{-2a+b}{\sqrt{4ac-b^2}} \right) \right), & \text{for } \sqrt{4ac-b^2} > 0 \\ \frac{2}{b-2a} - \frac{2}{b+2a}, & \text{for } \sqrt{4ac-b^2} = 0 \end{cases} \quad (B.6)$$

$$F_1 = \frac{1}{2} \ln \left( \frac{a+b+c}{a-b+c} \right) - \frac{b}{2a} F_0, \quad (B.7)$$

$$F_2 = \frac{2}{a} - \frac{c}{a} F_0 - \frac{b}{2a} F_1, \quad (B.8)$$

$$F_3 = -\frac{a}{2} F_1 - \frac{b}{2a} F_2, \quad (B.9)$$

$$F_4 = \frac{2}{a} - \frac{c}{a} F_2 - \frac{b}{2a} F_3, \quad (B.10)$$

$$F_5 = -\frac{a}{2} F_3 - \frac{b}{2a} F_4 \quad (B.11)$$

- **Integrals $A_n$:**

$$A_0 = \ln \left( \frac{(a+c)^3 - b^2}{2aF_2 - bF_1} \right) \quad (B.12)$$

$$A_1 = \frac{1}{2} \ln \left( \frac{a+b+c}{a-b+c} \right) - \frac{a}{2} F_3 - \frac{b}{2a} F_2 \quad (B.13)$$

$$A_2 = \frac{1}{2} \ln \left( \frac{(a+c)^3 - b^2}{2aF_4 - \frac{1}{3}bF_3} \right) \quad (B.14)$$

- **Integrals $S_n$:**

$$S_0 = \ln \left( \frac{1}{2} (1 + \xi_i) + \ln \left( \frac{1}{2} (1 - \xi_i) - \xi_i \right) \right) + \ln \left( \frac{1}{2} (1 + \xi_i) \right) - 2 \quad (B.15)$$

$$S_1 = \frac{1}{2} \left( 1 - \xi_i^2 \right) \ln \left( \frac{1}{2} (1 - \xi_i^2) \right) - \xi_i \quad (B.16)$$

$$S_2 = (1 + \xi_i)^3 \left[ \frac{1}{2} \ln \left( \frac{1}{2} (1 + \xi_i) - \xi_i \right) + (1 - \xi_i)^3 \right] + 2 \xi_i S_1 - \xi_i^2 S_0 \quad (B.17)$$

where $\xi_i$ is the local coordinate of the collocation node when it lies on the integration element.
The following integrals are also solved:

\[
G_n = \int_{-1}^{1} \frac{\xi^n}{(a\xi^2 + b\xi + c)^2} \, d\xi, \quad T_n = \int_{-1}^{1} \frac{\xi^n}{|\xi - \xi_1|} \, d\xi
\]  
(B.18)

In formula:

- **Integrals** \( G_n \):

\[
G_1 = \begin{cases} 
\frac{-2c+b}{\sqrt{4ac-b^2(a+b+c)}} & \text{for } \sqrt{4ac-b^2} > 0 \\
\frac{2c-b}{\sqrt{4ac-b^2(a+b+c)}} - \frac{b}{2}\left\{1 \left(\frac{1}{(2a+b)^2} - \frac{1}{(-2a+b)^2}\right)\right\} & \text{for } \sqrt{4ac-b^2} = 0 
\end{cases}
\]

\[
G_2 = \frac{1}{2\sqrt{a}} \left[ \ln \frac{a+b+c}{a-b+c} - 3abG_2 - (2ac + b^2)G_1 - bcG_0 \right]
\]  
(B.19)

\[
G_3 = \frac{1}{2\sqrt{a}} \left[ \ln \frac{a+b+c}{a-b+c} - 3abG_2 - (2ac + b^2)G_1 - bcG_0 \right]
\]  
(B.20)

where the quantity \( G_0 \) is as follows:

\[
G_0 = \begin{cases} 
\frac{2a+b}{\sqrt{4ac-b^2(a+b+c)}} & \text{for } \sqrt{4ac-b^2} > 0 \\
\frac{-2a+b}{\sqrt{4ac-b^2(a+b+c)}} + \frac{2a}{\sqrt{4ac-b^2}b^2}F_0 & \text{for } \sqrt{4ac-b^2} = 0 
\end{cases}
\]  
(B.21)

- **Integrals** \( T_n \):

\[
T_0 = \ln \frac{1 + \xi_i}{1 - \xi_i}, \quad T_1 = \xi_i \ln \frac{1 + \xi_i}{1 - \xi_i} + 2, \quad T_2 = \xi_i^2 \ln \frac{1 + \xi_i}{1 - \xi_i} + 2\xi_i
\]  
(B.22)

Finally, the quantities \( E_{1n}, E_{2n} \) and \( I_{1n}, I_{2n} \) \((n = 0,1,2)\) are defined as follows:

\[
E_{1n} = C_1F_n + D_1F_{n+1},
\]  
(B.23)

\[
E_{2n} = C_2F_n + D_2F_{n+1},
\]  
(B.24)

\[
I_{1n} = 2e(C_1G_n + D_1G_{n+1}) - D_2F_i,
\]  
(B.25)

\[
I_{2n} = 2e(C_2G_i + D_2G_{i+1}) + D_1F_i
\]  
(B.26)
### GEOMETRIC PARAMETERS FOR THE FOUR-FRACTURES DFN

**TABLE C1** Geometric parameters table for the four fracture planes, two wells and red sampling line of Case 3

<table>
<thead>
<tr>
<th>Object</th>
<th>Coordinates</th>
<th>Dimension (DX,DY,DZ)</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_1$</td>
<td>(0.0,-0.5,-0.5) - (0.0,0.5,0.5)</td>
<td>(0.0,1.0,1.0)</td>
<td>Rectangle</td>
</tr>
<tr>
<td>$\Omega_2$</td>
<td>(-0.2,-0.5,0.2) - (0.5,0.5,0.2)</td>
<td>(0.7,1.0,0.0)</td>
<td>Rectangle</td>
</tr>
<tr>
<td>$\Omega_3$</td>
<td>(-0.5,-0.5,0.0) - (0.2,0.5,0.0)</td>
<td>(0.7,1.0,0.0)</td>
<td>Rectangle</td>
</tr>
<tr>
<td>$\Omega_4$</td>
<td>(-0.2,-0.5,-0.2) - (0.5,0.5,-0.2)</td>
<td>(0.7,1.0,0.0)</td>
<td>Rectangle</td>
</tr>
<tr>
<td>$S_{Inj}$</td>
<td>(-0.4,0.0,-0.4) - (-0.4,0.0,0.4)</td>
<td>(0.0,0.0,0.8)</td>
<td>Line segment</td>
</tr>
<tr>
<td>$S_{Pro}$</td>
<td>(0.4,0.0,-0.4) - (0.4,0.0,0.4)</td>
<td>(0.0,0.0,0.8)</td>
<td>Line segment</td>
</tr>
<tr>
<td>Red Line</td>
<td>(-0.35,-0.5,0.0) - (-0.35,0.5,0.0)</td>
<td>(0.0,1.0,0.0)</td>
<td>Line segment</td>
</tr>
</tbody>
</table>

DX,DY,DZ, the length of object in x,y,z directions