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Abstract: In this paper, we introduce two discrete degenerate random variables, namely the degenerate binomial and degenerate Poisson random variables. We deduce the expectations of the degenerate binomial random variables. We compute the generating function of the moments of the degenerate Poisson random variables, which leads us to define the new type degenerate Bell polynomials, and hence obtain explicit expressions for the moments of those random variables in terms of such polynomials. We also get the variances of the degenerate Poisson random variables. Finally, we illustrate two examples of the degenerate Poisson random variables.
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1. Introduction

As is well known, the sample space $S$ is the set of all possible outcomes of an experiment and an event is any subset of the sample space. For each event $E$ of the sample space, we assume that a number $P(E)$ is defined and satisfies the following three conditions:

(i) $0 \leq P(E) \leq 1$,

(ii) $P(S) = 1$,

(iii) For any sequence of events $E_1, E_2, \cdots$ with $E_i \cap E_j = \emptyset$ ($i \neq j$), $P(\cup_{n=1}^{\infty} E_n) = \sum_{n=1}^{\infty} P(E_n)$.

We refer to $P(E)$ as the probability of the event $E$, (see [4,7,13,16]). Two events $E$ and $F$ are said to be independent if $P(EF) = P(E)P(F)$, (see [11,16]). A random variable $X$ is a real valued function defined on a sample space. If $X$ takes any values in a countable set, then $X$ is called a discrete random variable. If $X$ takes any values in an interval on the real line, then $X$ is called a continuous random variable. For a discrete random variable $X$, we define the probability mass function $p(a)$ of $X$ by

$$p(a) = P\{X = a\}, \quad (\text{see } [8,9,11,16]). \quad (1)$$

Suppose that $n$ independent trials, each of which results in a "success" with probability $p$ and in a "failure" with probability $1 - p$, are to be performed. If $X$ represents the number of successes that occur in $n$ trials, then $X$ is called the binomial random variable with parameters $n, p$, which is denoted by $X \sim B(n, p)$. For $X \sim B(n, p)$, the probability mass function is given by

$$p(i) = \binom{n}{i} p^i (1-p)^{n-i}, \quad i = 0, 1, 2, \cdots , \quad (\text{see } [7,13,16]). \quad (2)$$
A Poisson random variable indicates how many events occurred within a given period of time. A random variable \( X \), taking one of the values 0, 1, 2, \cdots, is said to be a Poisson random variable with parameter \( \alpha > 0 \) if the probability mass function of \( X \) is given by

\[
p(i) = P\{X = i\} = e^{-\alpha} \frac{\alpha^i}{i!}, \quad i = 0, 1, 2, \cdots.
\]  

(3)

Note that \( \sum_{i=0}^{\infty} p(i) = e^{-\alpha} \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} = e^{-\alpha} e^\alpha = 1. \) For \( n \geq 1 \), the quantity \( E[X^n] \) of the Poisson random variable \( X \), which is called the \( n \)-th moment of \( X \), is defined by

\[
E[X^n] = \sum_{i=0}^{\infty} i^n p(i), \quad (\text{see} \ [8,9,11,16]).
\]

(4)

When \( n = 1 \), \( E[X] \) is referred to as the mean or the expectation or the first moment of \( X \). For \( \lambda \in \mathbb{R} \), the degenerate exponential function is defined as

\[
e_{\lambda}^\text{e}(t) = (1 + \lambda t)^\frac{x}{\lambda}, \quad e_{\lambda}(t) = e_{\lambda}^\text{e}(t), \quad (\text{see} \ [3,5,10,12,14]).
\]

(5)

When \( t = 1 \), we write \( e_1(1) = e_\lambda = (1 + \lambda)^\frac{1}{\lambda} \). It is known that the degenerate Stirling numbers of the second kind are defined by

\[
(x)_{n,\lambda} = \sum_{l=0}^{n} S_{2,\lambda}(n,l) x_l, \quad (n \geq 0), \quad (\text{see} \ [1,2,6,15]),
\]

(6)

where \( (x)_{0,\lambda} = 1, (x)_{n,\lambda} = x(x - \lambda) \cdots (x - (n - 1)\lambda) \) \( (n \geq 1) \), \( (x)_0 = 1, (x)_n = x(x - 1) \cdots (x - n + 1) \), \( (n \geq 1) \). From (6), we note that

\[
\frac{1}{k!}(e_\lambda(t) - 1)^k = \sum_{n=k}^{\infty} S_{2,\lambda}(n,k) \frac{t^n}{n!}, \quad (k \geq 0), \quad (\text{see} \ [9,10]).
\]

(7)

From (7), we get

\[
\frac{1}{k!} \sum_{l=0}^{k} \binom{k}{l} (-1)^{k-l}(l)_{n,\lambda} = S_{2,\lambda}(n,k), \quad (n \geq k).
\]

(8)

Note that \( \lim_{\lambda \to 0} S_{2,\lambda}(n,k) = \frac{1}{n!} \sum_{l=0}^{k} \binom{k}{l} (-1)^{k-l} l^n = S_2(n,k) \), where \( S_2(n,k) \) are the ordinary Stirling numbers of the second kind. In [10], the degenerate Bell polynomials are defined by

\[
e^{x(e_\lambda(t) - 1)} = \sum_{n=0}^{\infty} Bel_{n,\lambda}(x) \frac{t^n}{n!}.
\]

(9)

From (7) and (9), we have

\[
Bel_{n,\lambda}(x) = \sum_{k=0}^{n} S_{2,\lambda}(n,k) x^k, \quad (n \geq 0).
\]

(10)

Let us assume that the probability of success in an experiment is \( p \). Then we might wonder if the probability of success in the ninth trial is still \( p \) after failing eight times in a ten trial experiment. Because there is a psychological burden for one to be successful. It seems plausible that the probability is less than \( p \). This speculation motivated our study of discrete degenerate random variables. In view of this, we will define and study the discrete degenerate random variables in relation to the assumption that the more successful the experiment is, the more likely it is to succeed. In this paper, we consider the degenerate binomial and the degenerate Poisson random variables and obtain expressions for their moments.
2. Degenerate random variable

In this section, we assume that \( p \) is the probability of success in an experiment and that the higher the number of successes in the experiment, the higher the probability of success. For \( \lambda \in \mathbb{R} \), \( X_\lambda \) is the degenerate binomial random variable with parameters \( n, p \) if the probability mass function is given by

\[
P_\lambda(i) = P\{X_\lambda = i\} = \binom{n}{i} p_{i,\lambda} (1 - p)_{n-i,\lambda} \frac{1}{(1)_{n,\lambda}},
\]

where \( i = 0, 1, 2, \cdots \). If \( X_\lambda \) is the degenerate binomial random variable with parameters \( n, p \), then we denote it by

\[
X_\lambda \sim B_\lambda(n, p).
\]

From (11), we note that

\[
\sum_{i=0}^{\infty} p_\lambda(i) = \frac{1}{(1)_{n,\lambda}} \sum_{i=0}^{\infty} \binom{n}{i} p_{i,\lambda} (1 - p)_{n-i,\lambda}.
\]

Now, we observe that

\[
(x + y)_{n,\lambda} = \sum_{i=0}^{n} \binom{n}{i} (x)_{i,\lambda} (y)_{n-i,\lambda}, \quad (n \geq 0).
\]

By (13) and (14), we get

\[
\sum_{i=0}^{\infty} p_\lambda(i) = \frac{1}{(1)_{n,\lambda}} \sum_{i=0}^{n} \binom{n}{i} p_{i,\lambda} (1 - p)_{n-i,\lambda}
\]

\[
= \frac{1}{(1)_{n,\lambda}} (p + 1 - p)_{n,\lambda} = 1.
\]

Let \( X_\lambda \sim B_\lambda(n, p) \). Then we have

\[
E[X_\lambda] = \sum_{i=0}^{\infty} i p_\lambda(i)
\]

\[
= \frac{1}{(1)_{n,\lambda}} \sum_{i=0}^{\infty} i \binom{n}{i} p_{i,\lambda} (1 - p)_{n-i,\lambda}
\]

\[
= \sum_{i=0}^{\infty} \frac{n}{(1)_{n,\lambda}} \binom{n-1}{i} p_{i,\lambda} (1 - p)_{n-i,\lambda}
\]

\[
= \frac{np}{(1)_{n,\lambda}} (1)_{n-1,\lambda} - \frac{n\lambda}{(1)_{n,\lambda}} \sum_{i=0}^{n-1} \binom{n-1}{i} p_{i,\lambda} (1 - p)_{n-1-i,\lambda}
\]

\[
= \frac{np}{(1)_{n,\lambda}} (1)_{n-1,\lambda} - \frac{\lambda(n-1)}{(1)_{n,\lambda}} p(1)_{n-2,\lambda} + \frac{\lambda^2 n(n-1)}{(1)_{n,\lambda}} \sum_{i=0}^{n-2} \binom{n-2}{i} p_{i,\lambda} (1 - p)_{n-2-i,\lambda}
\]

\[
= \cdots
\]

\[
= \frac{p}{(1)_{n,\lambda}} \sum_{k=1}^{n} (n)_k (-\lambda)^{k-1} (1)_{n-k,\lambda}.
\]
Therefore, by (16), we obtain the following theorem.

**Theorem 2.1.** For $n \in \mathbb{N}$, let $X_\lambda \sim B_\lambda(n, p)$. Then we have

$$E[X_\lambda] = \frac{P}{(1)_{n, \lambda}} \sum_{k=1}^{n} (n)_{k}(-\lambda)^{k-1}(1)_{n-k, \lambda}. \quad (16)$$

Note that $\lim_{\lambda \to 0} E[X_\lambda] = np = E[X]$, where $X$ is the binomial random variable with parameters $n, p$.

For $\lambda \in \mathbb{R}$, $X_\lambda$ is the degenerate Poisson random variable with parameter $\alpha > 0$ if the probability mass function of $X$ is given by

$$P_\lambda(i) = P\{X_\lambda = i\} = e^{-\lambda} \frac{1}{\lambda^i} i^\alpha, \quad (17)$$

where $i = 0, 1, 2, \ldots$. From (17), we note that

$$\sum_{i=0}^{\infty} P_\lambda(i) = e^{-\lambda} \sum_{i=0}^{\infty} \frac{1}{\lambda^i} i^\alpha = e^{-\lambda} \alpha^\lambda(\alpha) = 1. \quad (18)$$

We observe that

$$e^{x(e_\lambda(t)-1)} = e^{-x} e^{xe_\lambda(t)} = e^{-x} \sum_{k=0}^{\infty} e_\lambda^k(t) \frac{x^k}{k!}$$

$$= \sum_{n=0}^{\infty} \left( e^{-x} \sum_{k=0}^{\infty} (k)_{n, \lambda} \frac{x^k}{k!} \right) \frac{\alpha^n}{n!}. \quad (19)$$

From (9) and (18), we have

$$Bel_{n, \lambda}(x) = e^{-x} \sum_{n=0}^{\infty} (k)_{n, \lambda} \frac{x^k}{k!}, \quad (n \geq 0),$$

where $Bel_{n, \lambda}(x)$ are the degenerate Bell polynomials given by

$$e^{x(e_\lambda(t)-1)} = \sum_{n=0}^{\infty} Bel_{n, \lambda}(x) \frac{x^n}{n!}. \quad (20)$$

Let $X_\lambda$ be the degenerate Poisson random variable with parameter $\alpha > 0$. Then the expectation of $X_\lambda$ is given by

$$E[X_\lambda] = e^{-\lambda} \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} i$$

$$= e^{-\lambda} \sum_{i=0}^{\infty} \frac{\alpha^i}{(i-1)!} i_{i+1, \lambda}$$

$$= e^{-\lambda} \sum_{i=0}^{\infty} \frac{\alpha^{i+1}}{(i+1)!} (1)_{i+1, \lambda}$$

$$= ae^{-\lambda} \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i, \lambda} (1 - i\lambda)$$

$$= ae^{-\lambda} \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i, \lambda} - a\lambda e^{-\lambda} \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i, \lambda} i$$

$$= a - a\lambda E[X_\lambda]. \quad (20)$$
Thus, by (20), we get
\[ E[X] = \frac{\alpha}{1 + \alpha \lambda}. \tag{21} \]

Therefore, by (21), we obtain the following theorem.

**Theorem 2.2.** Let \( X_\lambda \) be the degenerate Poisson random variable with parameter \( \alpha > 0 \). Then we have
\[ E[X_\lambda] = \frac{\alpha}{1 + \alpha \lambda}. \]

Let \( X_\lambda \) be the degenerate Poisson random variable with parameter \( \alpha > 0 \). For \( n \in \mathbb{N} \), the moments of \( X_\lambda \) are given by
\[ E[X^n_\lambda] = \sum_{i=0}^{n} i^n p_\lambda(i) = e^{-\lambda} \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} i^n. \tag{22} \]

Let \( X \) be the Poisson random variable with parameter \( \alpha > 0 \). Then the probability mass function of \( X \) is given by
\[ P(i) = P\{X = i\} = e^{-\alpha} \frac{\alpha^i}{i!}, \quad i = 0, 1, 2, \ldots. \]

Note that, by (19), we have
\[ E[(X)_{n,\lambda}] = E[X(X-\lambda) \cdots (X-(n-1)\lambda)] \]
\[ = \sum_{k=0}^{\infty} (k)_{n,\lambda} e^{-\alpha} \frac{\alpha^k}{k!} = Bel_{n,\lambda}(\alpha). \tag{23} \]

From (22), we note that
\[ \sum_{n=0}^{\infty} E[X^n_\lambda] \frac{t^n}{n!} = e^{-\lambda} \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} \sum_{n=0}^{\infty} \frac{i^n t^n}{n!} \]
\[ = e^{-\lambda} (\sum_{i=0}^{\infty} \frac{\alpha^i}{i!} i^n e^{\lambda t}) \]
\[ = e^{-\lambda} (\alpha e^{\lambda t}). \tag{24} \]

In view of (24), it is natural to define the new type degenerate Bell polynomials by
\[ e^{-\lambda} (\alpha e^{\lambda t}) = \sum_{n=0}^{\infty} \beta_{n,\lambda}(x) \frac{t^n}{n!}. \tag{25} \]

Here we note that the generating function in (25) is obtained from that in (9) by replacing \( e^x \) by \( e\lambda x \) and vice versa. When \( x = 1 \), \( \beta_{n,\lambda}(1) \) are called the new type degenerate Bell numbers. From (25), we note that
\[ \sum_{n=0}^{\infty} \beta_{n,\lambda}(x) \frac{t^n}{n!} = e^{-\lambda} (\alpha e^{\lambda t}) \]
\[ = e^{-\lambda} (\sum_{k=0}^{\infty} (1)_{k,\lambda} \frac{x^k e^{\lambda t}}{k!}) \]
\[ = e^{-\lambda} (\sum_{n=0}^{\infty} \left( \sum_{k=0}^{\infty} (1)_{k,\lambda} \frac{x^k}{k!} \right) \frac{t^n}{n!}). \tag{26} \]
Thus, by comparing the coefficients on both sides of (26), we get
\[
\beta_{n,\lambda}(x) = e^{-1}_\lambda(x) \sum_{k=0}^{\infty} (1)_{k,\lambda}_x k^n/k!
\]
(27)

Therefore, by (22) and (27), we obtain the following theorem.

**Theorem 2.3.** Let \( X_{\lambda} \) be the degenerate Poisson random variable with parameter \( \alpha > 0 \). Then we have
\[
E[X^2_{\lambda}] = \beta_{n,\lambda}(\alpha), \quad (n \in \mathbb{N}).
\]

In addition, if \( X \) is the Poisson random variable with parameter \( \alpha > 0 \), then
\[
E[(X)_{n,\lambda}] = Bel_{n,\lambda}(\alpha), \quad (n \in \mathbb{N}).
\]

Let \( X_{\lambda} \) be the degenerate Poisson random variable with parameter \( \alpha > 0 \). Then we have
\[
E[X^2_{\lambda}] = e^{-1}_\lambda(\alpha) \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i,\lambda} i^2
\]
\[
= e^{-1}_\lambda(\alpha) \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i,\lambda} (i+1)
\]
\[
= e^{-1}_\lambda(\alpha) \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i,\lambda} i(1-\lambda) + e^{-1}_\lambda(\alpha) \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i,\lambda} (1-\lambda)
\]
\[
= e^{-1}_\lambda(\alpha) \alpha \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i,\lambda} + \alpha(1-\lambda) e^{-1}_\lambda(\alpha) \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i,\lambda} i - e^{-1}_\lambda(\alpha) \alpha \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1)_{i,\lambda} i^2
\]
\[
= \alpha + \alpha(1-\lambda) E[X_{\lambda}] - \alpha \lambda E[X^2_{\lambda}].
\]

By Theorem 2.2, we get
\[
(1 + \alpha \lambda) E[X^2_{\lambda}] = \alpha + \alpha(1-\lambda) E[X_{\lambda}]
\]
\[
= \alpha + \alpha(1-\lambda) \left( \frac{\alpha}{1 + \alpha \lambda} \right)
\]
\[
= \left( \frac{\alpha + \alpha^2}{1 + \alpha \lambda} \right).
\]

Thus, we have
\[
E[X^2_{\lambda}] = \frac{\alpha + \alpha^2}{(1 + \alpha \lambda)^2}.
\]
(28)

The variance of random variable \( X_{\lambda} \), denoted by \( Var(X_{\lambda}) \), is defined as
\[
Var(X_{\lambda}) = E[(X_{\lambda} - E[X_{\lambda}])^2]
\]
\[
= E[X^2_{\lambda}] - (E[X_{\lambda}])^2
\]
(29)
From (28) and (29), we can derive the following equation (30),

$$\text{Var}(X_{\lambda}) = E[X_{\lambda}^2] - (E[X_{\lambda}])^2$$

$$= \frac{\alpha + \alpha^2}{(1 + \alpha\lambda)^2} - \frac{\alpha^2}{(1 + \alpha\lambda)^2} = \frac{\alpha}{(1 + \alpha\lambda)^2}. \quad (30)$$

Therefore, by (30), we obtain the following theorem.

**Theorem 2.4.** Let $X_{\lambda}$ be the degenerate Poisson random variable with parameter $\alpha > 0$. Then we have

$$\text{Var}(X_{\lambda}) = \frac{\alpha}{(1 + \alpha\lambda)^2}.$$

**Example 2.1.** The number of traffic accidents occurring during the day at some sections of the highway in downtown Seoul is said to follow the degenerate Poisson random variable with parameter $4$. The probability of no traffic accident today is

$$P_{\lambda}(0) = P\{X_{\lambda} = 0\} = e_{\lambda}^{-1}(4).$$

**Example 2.2.** Suppose the probability that each guest entering Kim’s clothing store in Hapcheon will buy clothes is $p$. Assuming that the number of guests entering Kim’s store follows the degenerate Poisson random variable with parameter $\alpha > 0$, let’s compute the probability that the owner won’t sell any clothes. Let’s say $X$ is the number of clothes sold and $N$ is the number of customers who entered the store. Then

$$P_{\lambda}(0) = P\{X_{\lambda} = 0\} = \sum_{n=0}^{\infty} P\{X = 0 \mid N = n\}P_{\lambda}\{N = n\}$$

$$= \sum_{n=0}^{\infty} P\{X = 0 \mid N = n\}e_{\lambda}^{-1}(\alpha)\frac{\alpha^n}{n!}(1)_{n,\lambda}.$$

If $n$ people enter the store, the probability of not selling any clothes is $(1 - p)^n$. Hence,

$$P_{\lambda}\{X = 0\} = \sum_{n=0}^{\infty} \frac{(1 - p)^n}{n!}(1)_{n,\lambda}e_{\lambda}^{-1}(\alpha)$$

$$= e_{\lambda}^{-1}(\alpha)e_{\lambda}(\alpha(1 - p)).$$

3. Conclusions

In this paper, we introduced two discrete degenerate random variables, namely the degenerate binomial and degenerate Poisson random variables. Their details and results are as in the following. We defined the degenerate binomial random variables with parameter $n, p$ in (11) and deduced their expectations in Theorem 2.1. We also defined the degenerate Poisson random variables with parameter $\alpha > 0$ in (17). We obtained their expectations in Theorem 2.2. Then, by computing the generating function of the moments of those random variables in (24), we were naturally led to define the new type degenerate Bell polynomials in (25). We observed explicit expressions for those polynomials in (27) and found explicit expressions for the moments of the degenerate Poisson random variables in terms of the new type degenerate Bell polynomials in Theorem 2.3. Finally, by calculating the second moments of the degenerate Poisson random variables, we were able to get the variances of those random variables in Theorem 2.4. Finally, we illustrated two interesting examples of the degenerate Poisson random variables in Examples 2.1 and 2.2.
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