Online plasma measurement using the TJ-II FPGA-based IR interferometer
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Abstract: Interferometry is used in magnetic fusion devices to measure the line-averaged electron density. It is based on detecting changes in the refractive index of electromagnetic waves traveling through a plasma. The adequate frequency of these electromagnetic waves depends on several limitations. First the maximum expected peak electronic density must be lower than the cutoff density for that frequency. This means that the waves can still propagate through the plasma when the maximum density is reached. In this sense, IR interferometers operating in the infrared region are the most suitable. With such low wavelengths, mechanical vibrations become an important issue and a complementary interferometer to cancel these vibrations must be used. These arrangements are called two color interferometers. In this paper some measurements that were obtained from the TJ-II double color IR FPGA-based processing system that were never published before are shown and analyzed. The line-averaged electron density is computed in real time (100 µs).
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1. Introduction

In the beginning of the fifties, the research and development of nuclear fusion was launched, with the aim of obtaining energy in a cleaner, more reliable and long lasting way. The easiest fusion reaction takes place between Deuterium (D) and Tritium (T) to produce Helium (He) and energy. This reaction takes place if the mutual repulsion forces that exists between the two nuclei are balanced. A way of making this possible is to increase the temperature to values higher than 10^7 °C, in which the fuel (D and T) is completely ionized and in the plasma state. With such a high temperature the plasma must be kept separate from its material container, otherwise the plasma will be quickly cooled and severe damage to the container walls might occur. Taking advantage of the fact that the plasma consists of charged particles, one way to do this is by magnetic confinement. Under this concept two type of devices arise, the tokamak [1] and the stellarator [2].

Due to the inherent complexity of magnetic confinement it is essential to measure the properties of the plasma with the highest accuracy possible. Several measuring methodologies have been developed around magnetic fusion devices. An important group of these methodologies are based on the measure of the change of the refractive index suffered by electromagnetic waves that cross the plasma.

TJ-II plasmas are cold magnetized ones, where the thermal speed of electrons is much lower than that of light \(v_e \ll c\). The refractive index is [3]:

\[
N = \sqrt{1 - \frac{\omega_p^2}{\omega^2}},
\]

\(\omega_p\) is the plasma frequency given by:

\[
\omega_p^2 = \frac{n_e e^2}{\varepsilon_0 m_e} + \frac{n_i e^2}{\varepsilon_0 m_i},
\]
\( m_e \) and \( m_i \) are the mass of the electron and the ion respectively and \( n_e \) and \( n_i \) their densities. Since \( m_i \approx 1600 \cdot m_e \) it can be concluded that electron density governs the properties of the refractive index:

\[
\omega_p^2 \approx \frac{n_e^2 \varepsilon_0}{m_e}.
\]  

(3)

The line-integrated plasma density can be calculated according to the Appleton-Hartree relation [4–6]. Interferometers are devices used for these types of measurements [7–13], choosing the wavelength of the radiation according to the density range that is going to be measured.

Interferometers operating in the medium infrared (IR) range are suitable for measuring high electron densities. These systems usually use heterodyne modulation [14] and are equipped with a second wavelength (color) to correct low frequency mechanical vibrations and thermal drifts.

Essentially, these devices measure optical path length variations and these variations are proportional to the line-integrated electron density, which can be expressed as:

\[
\int_0^L n_e(z)\,dz,
\]  

(4)

where \( L \) is the integration path across the plasma or chord-length. Estimating the value of \( L \), the average density is evaluated as:

\[
<n_e> = \frac{\int_0^L n_e(z)\,dz}{L}.
\]  

(5)

For higher electron densities and for a given wavelength above a certain value of the electron density the plasma becomes reflective (cut-off density) [6]. Therefore, shorter wavelengths will allow the measurement of higher electron densities. On the other hand the shorter the wavelengths are the more sensitive the interferometer is to mechanical vibrations and thermal drifts. For interferometers operating in the Far Infrared (FIR) and in the Middle Infrared (MIR) regions it is necessary to use another interferometer with a different wavelength to compensate these mechanical vibrations. These devices are called two color or two wavelength interferometers. The optical path length of one of the interferometers will vary because of plasma density variations and mechanical vibrations and the optical path length of the other one will vary mainly because of mechanical vibrations.

The phase shift of the beam crossing a plasma is given by:

\[
\Delta \varphi = \frac{\pi}{\lambda n_{co}} \int_0^L n(z)\,dz,
\]  

(6)

where \( L \) is the integration path across the plasma, \( n_{co} = \varepsilon_0 m_e \left(2\pi f / e\right) \) is the cutoff electron density and \( f \) is the probing frequency. The total phase shift will not only be caused by plasma density fluctuations but also because of changes in the optical paths:

\[
\Delta \varphi = \frac{\lambda}{r_e} \int_0^L n(z)\,dz + 2\pi \frac{\Delta l}{\lambda},
\]  

(7)

\( r_e \) is the classical electron radius. If two wavelengths are used, both optical paths can be expressed as:

\[
\Delta \varphi_1 = \frac{\lambda_1}{r_e} \int_0^L n(z)\,dz + 2\pi \frac{\Delta l}{\lambda_1},
\]  

(8)

\[
\Delta \varphi_2 = \frac{\lambda_2}{r_e} \int_0^L n(z)\,dz + 2\pi \frac{\Delta l}{\lambda_2}.
\]  

(9)
If both sides of Eq. 8 are multiplied by $\lambda_1$ and both sides of Eq. 9 by $\lambda_2$ we can obtain the electron density by subtracting both equations and canceling the term $2\pi\Delta l$ and by hence the mechanical vibrations. The final expression for the electron density is given by:

$$\int n_e \, dl = \frac{\Delta \phi_1 \lambda_1 - \Delta \phi_2 \lambda_2}{r_e(\lambda_1^2 - \lambda_2^2)}.$$  \hspace{1cm} (10)

If the probing beams cross the plasma $p$ times, the final line-integrated density is evaluated as:

$$\int n_e \, dl = \frac{\Delta \phi_1 \lambda_1 - \Delta \phi_2 \lambda_2}{p \cdot r_e(\lambda_1^2 - \lambda_2^2)},$$  \hspace{1cm} (11)

the difference, $(\Delta \phi_1 \lambda_1 - \Delta \phi_2 \lambda_2)$ is the compensated optical path length.

In the TJ-II Stellarator a double color CO$_2$ (10.591 $\mu$m) – Nd : YAG (1.064 $\mu$m) interferometer has been routinely used to measure higher electron plasma densities, first using an off-line slower processing system [9] and later by using an online Field Programmable Gate Array (FPGA) based processing system [15–17]. The interferometer setup is shown on Figure 1. The devices labeled AOM1 and AOM2 are Acousto-Optic-Modulators used to generate heterodyne frequencies. They split the incoming beams into two beams, reference and probing, and in the latter they also introduce a frequency displacement fixed by a local oscillator (40 MHz). Mirror $M_{12}$ is used to launch the probing beams into the plasma and also to send the reflecting beams backwards to the detectors. Once the probing and reference beams reach the detectors they interfere generating two interference signals with frequencies equal to those introduced by the AOMs. By measuring the phase shift suffered by the probing signals the line-averaged electron density can be calculated.

![Interferometer setup](image)

**Figure 1.** Detail of the two color IR infrared interferometer including the FPGA-based backend electronics.

This paper is structured as follows: Section 2 reviews how the phase measurements in the TJ-II IR interferometer are done. Section 3 shows results obtained with this FPGA-based backend in static conditions and during normal operation of the TJ-II device and finally, in Section 4 the main conclusions of this work are summarized.
2. Phase measurement

The computation of the line-electron density given by Eq. 11 requires proper measurement of the phase shifts of the interference signals, $\Delta \phi_1$ and $\Delta \phi_2$. In the case of interferometers operating in the middle infrared range, the modulation frequencies are in the order of tens of MHz. These values are fixed because of physical constraints of the Acousto-Optical-Modulators (AOMs) used to generate the heterodyne frequencies. In the past due to the limitations of the processing systems, it was necessary to use analog frequency mixing stages as the one shown in Figure 2.

![Figure 2](image)

**Figure 2.** Scheme of the analog frequency mixing stage. The interference signal is detected, amplified, mixed to a lower frequency and filtered to remove the high frequency component.

For instance, initially in the TJ-II IR interferometer, after detecting the interference signal, with frequency $\nu$, it was mixed with another signal synthesized in a local oscillator, $\nu_{LO}$. The mixing procedure resulted in a signal having two main frequency components, $\nu - \nu_{LO}$ and $\nu + \nu_{LO}$. The high frequency one was removed using a low pass filter and an output with a lower manageable frequency, $\nu - \nu_{LO}$ was obtained. This signal was equivalent in amplitude and phase response to the original detected interference signal. In the case of the TJ-II interferometer the subsequent signal processing was performed by a digital off-line Analog to Digital (ADC) based processing system that used an interpolation algorithm [9] to compute the phase differences. This algorithm was implemented in software [7,17]. The signals were first down-converted from the optical frequencies to the heterodyne frequencies (40 MHz) and then to the intermediate frequency (1 MHz) for its digitization and later post-processing.

With the advances in technology the off-line processing system of the TJ-II IR interferometer was replaced by a system based on FPGAs and fast ADCs. This system is depicted in Figure 3. First the signals were digitized using high speed ADCs. The digitized data was fed into a pre-processing stage where basically the signals were zero padded, interpolated and filtered, the phase differences were then demodulated using the interpolation algorithm described in [15–17] and in a post-processing stage the demodulated phase differences were filtered and integrated, and finally the line-integrated electron density was calculated according to Eq. 11.

![Figure 3](image)

**Figure 3.** Architecture of the FPGA based processing system.

3. Discussion

Before measuring the electron plasma density, the performance of the interferometer and the FPGA-based measuring system have been tested under static conditions, without currents on the
Figure 4. Optical paths of CO\textsubscript{2} and Nd:YAG, (a) for static conditions, both traces follow the mechanical vibrations. In (b) both traces have been subtracted to obtain the compensated optical path length that under plasma conditions would be proportional to the line-integrated electron density.

Figure 5. Spectrum of the compensated optical path length signal, from 10 Hz to 6.4 kHz.

TJ-II coils, without heating nor gas puffing in the magnetic fusion device. In Figure 4 (a), the optical path lengths of both the CO\textsubscript{2} and the Nd:YAG are illustrated, for the sake of clarity the CO\textsubscript{2} trace has been displaced 0.1 \( \mu \)m, the ripple of both traces is because of mechanical vibrations that affect the interferometer. The compensated signal is obtained after subtracting both optical path lengths, which gives a measure of the error of the interferometer under non-plasma conditions. This issue is shown in Figure 4 for an acquisition of 20 s resulting in a standard deviation of 0.0151 \( \mu \)m and a bandwidth of 6.4 kHz. The final resolution of the compensated optical path length can be improved at the expense of narrowing its bandwidth [15].

Figure 5 shows the Fast Fourier Transform (FFT) of the compensated signal of Figure 4 (b). The spectrum exhibits a 1/\( f^2 \) behavior. The peak located at 295 Hz is generated by a pump rotating at 17700 rpm.

Plasma operation in TJ-II begins with three technical pulses, in the first two no plasma is generated and in the third one typically a plasma of low density appears. In Figure 6 (a), (b) and (c) the first three technical shots of the beginning of an operation day are shown. The currents through the coils are increased in each shot, these currents make the machine to move slightly with respect to the optical table. This movement is measured by the interferometer, in the first technical shot this displacement is
Figure 6. Technical shots acquired during one operation day at the TJ-II Stellarator. Offsets of 1 µm, 2.5 µm and 5 µm have been introduced in the CO$_2$ traces of correspondent to the first, second and third technical shots, respectively.

in the order of 3 µm, in the second one in the order of 18 µm and finally in the third one in the order of 70 µm.

In Figure 7 the compensated optical path length of technical shot (a) is shown. In this particular case, the error measured as the standard deviation of the compensated optical path length is 0.0157 µm which is 1/674 of a CO$_2$ fringe 10.591 µm.

These technical shots allow the verification of the behavior of the system before the daily operation in case it is necessary to perform modifications. During the rest of the operation the Torus hall is only opened for short periods of time.

Figure 7. Compensated optical path length for technical shot #26177.

In Figure 8, the measurements of both optical path lengths, CO$_2$ and Nd:YAG corresponding to shot number #26196, are illustrated. The line-averaged electron density is proportional to the difference between the two traces, as it can be seen in the detail of the figure, this density is calculated applying Eq. 11 where the value of the chord length (integration path across the plasma) is 0.4 m for this particular case.

In Figure 9 the line-integrated electron density for shot number #26196 is shown. The plasma was heated using Electron Cyclotron Resonance Heating (ECRH) and Neutral Beam Injection (NBI), and for
Figure 8. Measurements of both optical path lengths, CO$_2$ and Nd:YAG for shot #28196. The maximum movement of the TJ-II with respect to optical table is about, 63 $\mu$m. As it can be seen in the detail of the figure a gap exists between the two traces from second 1 to about second 1.3, this gap corresponds to the line-integrated plasma electron density.

Figure 9. Shot number 26196. The blue line corresponds to the measurement performed with the infrared interferometer and the online FPGA-based processing system. As it can be seen in the figure a difference between the two traces exists, this is because there are uncorrected fringe jumps in the $\mu$wave interferometer signal, green line.

comparison, both measures the one taken from the $\mu$wave interferometer [18] and the IR interferometer are shown. The blue trace is the measure obtained with the IR interferometer while the green one corresponds to the TJ-II $\mu$wave interferometer ($\lambda = 2.14$ mm). The latter uses an analog phase measuring system based on In/Quadrature (I/Q) demodulation. The density is calculated off-line after sampling and unwrapping the In-Phase Quadrature component. For high densities, Figure 9 the line-integrated density is difficult to reconstruct because the plasma is near the cutoff density and starts to become reflective for the $\mu$wave radiation. **Under these circumstances the unwrapping algorithm is not able to correct all the fringe jumps, as it can be seen in the $3 \cdot 10^{18}$ m$^{-3}$ pedestal at the end of the line-averaged electron density trace of Figure 10.**

As explained in Section 1 for high plasma densities the infrared interferometer is more reliable on the other hand, the infrared interferometer is more sensitive to mechanical vibrations and low frequency drifts. Furthermore, as the electron density provided by the IR-interferometer does not suffer of fringe jumps, it can be used for the measurement of the line-averaged electron density when the $\mu$wave interferometer cannot provide reliable results (high densities).

The next three plots, Figure 11, Figure 12 and Figure 13 correspond to shots, #26334, #26335 and #26336 in which the plasmas have been generated using both ECRH and NBI heating.
Figure 10. Detail of the measurement performed by the microwave interferometer for shot number 26196. In the details of the figure, (a) and (b) several fringe jumps are shown. The result is a final artificial pedestal at the end of the discharge.

Figure 11. Shot number # 26334.

Figure 12. Shot number # 26335.

The error in the measurements is better than $5 \cdot 10^{17}$ m$^{-3}$ and furthermore the measurements are free of fringe jumps due to algorithmic computation, which allows the correction of the microwave interferometer signals for high electron densities. Fringe jumps can appear because of misalignment of the beams.

The behavior of the phase meter as it is implemented, when no probing interference signals are detected, is like a free running counter. This happens when the interference signals are lost. When the counters reach their maximum value, the output signal is wrapped. A transient loss of the interference
signals causes the apparition of fringe jumps in the measure. In Figure 15 these effects are shown, the blue line corresponds to the CO$_2$ trace in which a transient lose of the interference signal occurs, for instance at second 1.07. The Nd:YAG signal is almost completely lost when the machine begins to move. The phase measuring system continuously loses fringes, as no interference signal is present in the inputs of the ADCs. The effect is caused when the beams are tilt because of the movement of the machine and the beams move out of the detection area. This effect is caused because of miss alignment of the interferometer and it is more severe the longer the geometrical paths of the interferometer are and the narrower the width of the spots are.

4. Conclusions

The line-integrated measurement system of TJ-II has been tested during normal operation of the TJ-II device. Three types of measurements have been performed, without plasma and magnetic fields, with magnetic fields (technical shots), and with magnetic fields and plasma. The measurements of infrared interferometer have been compared with those of the µwave one, showing no fringe jumps in the first while in the second it is almost impossible to reconstruct the density profile for high gradients. However, the measures performed with the infrared interferometer are more sensitive to vibrations and low frequency drifts as it could be expected from Eq. 11. Also, it has been shown that when the interference signal is lost fringe jumps appear in the measurements and therefore it is almost impossible to calculate the line-electron density.
Figure 15. The probing Nd:YAG interference is lost which originates jumps proportional to the integer bit-width (dynamic range) of the output optical path length subtractor. The CO$_2$ interference signal is also transiently lost, as it can be seen in the detail of the figure.

Under static conditions resolutions in the order of $10^{-2}\mu$m can be obtained. With plasma and mechanical movements of the TJ-II the error is slightly worse, in the order of $1/400$ of a CO$_2$ fringe which is about $3 \cdot 10^{-2}\mu$m or in terms of line-averaged electron density of $5 \cdot 10^{-17}$ m$^{-3}$. It should be highlighted that the calculation of the line-averaged electron density is performed online using an FPGA and high speed Analog to Digital Converters.
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