A QUBO model for the Traveling Salesman Problem with Time Windows for execution on the D-Wave

Christos Papalitsas*, Theodore Andronikos*, Konstantinos Giannakis*, Georgia Theocharopoulou, and Sofia Fanarioti

Department of Informatics, Ionian University, Tsirigoti Square 7, Corfu, 49100, Greece;
{kgiann, c14papa, zeta.theo, sofianar, andronikos}@ionio.gr
* Correspondence: c14papa@ionio.gr (Ch.P.); andronikos@ionio.gr (Th.A.); kgiann@ionio.gr (K.G.);
‡ These authors contributed equally to this work.

Abstract: This work focuses on expressing the TSP with Time Windows (TSPTW for short) as a quadratic unconstrained binary optimization (QUBO) problem. The time windows impose time constraints that a feasible solution must satisfy. These take the form of inequality constraints, which are known to be particularly difficult to articulate within the QUBO framework. This is, we believe, the first time this major obstacle is overcome and the TSPTW is cast in the QUBO formulation. We have every reason to anticipate that this development will lead to the actual execution of small scale TSPTW instances on the D-Wave platform.
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1. Introduction

Quantum computing promotes the exploit of quantum-mechanical principles for computation purposes. Richard Feynman in 1982 suggested that computation could be done more efficiently by taking advantage of the power of quantum “parallelism” [1]. Since then quantum computing has gained a lot of momentum and today appears to be one of the most prominent candidates to partially replace classical, silicon-based systems. There exist a number of quantum algorithms that run more efficiently than the best known classical algorithm; arguably, the most famous ones are Shor’s [2] and Grover’s [3] algorithms. For an in-depth study of quantum computing and quantum information, the reader is referred to [4].

When solving large scale optimization problems, one of the most effective classical strategies is to search among the nearest neighbors and search for paths between the initial and final configurations to improve upon an initial guess $y_t$. This search takes place locally among neighboring configurations similar to $y_t$. By finding the best solution within the local neighborhood of $y_t$, the next candidate solution $y_{t+1}$ appears. Then a new local search starts with $y_{t+1}$ as the starting point in the neighborhood. Unfortunately, greedy local improvement, in case of hard problems, may be deceptively leading the solution into a local minima whose energy may be much higher than the globally minimum value.

Adiabatic quantum computation was proposed by Farhi et al. [5,6] in the early 2000s [7] and is based on an important theorem of quantum mechanics, the adiabatic theorem [8,9]. This theorem dictates that if a quantum system is driven by a slowly changing (in time) Hamiltonian that evolves from $H_{init}$ to $H_{fin}$, then if the systems starts in the ground state of $H_{init}$, the system will end up in the ground state of $H_{fin}$. Farhi et al. also showed that adiabatic quantum computation can be efficiently simulated by a quantum computer based on the gate model, meaning that the two computational models have the same expressive power [5,6].
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Quantum annealing is based on the quantum adiabatic computation paradigm. Quantum annealing was initially proposed by Kadowaki and Nishimori \[10,11\] and has since then been used for tackling combinatorial optimization problems. The way that a quantum annealer tries to solve problems, is very similar to the way optimization problem are solved using (classical) simulated annealing \[12\]. An energy landscape is constructed, via a multivariate function, such that the ground state’s coordinates (i.e., the lowest value) correspond to the solution of the problem. The quantum annealing process is iterated to the point that an optimal solution, with a sufficient high probability, is found. The “quantum” in “quantum annealer” refers to the use of multi qubit tunneling \[10,11\]. The high degree of parallelism is the advantage of quantum annealing over classical code execution. A quantum annealer explores all possible inputs in parallel to find the optimal solution to a problem, which might prove crucial when it comes to solving NP-complete problems. We caution the reader however that, at present, these techniques should be considered more as an automatic heuristic-finding program than as a formal solver \[13\].

The preceding facts explain why optimization problems have been associated with quantum computing principles \[14–18\]. In this approach, which can be considered as an “analog” method to tackle optimization problems, the ground state of a Hamiltonian represents an optimal solution of the optimization problem at hand. Typically, the quantum annealing process starts with the system being in an equal superposition of all states. Then, an appropriate Hamiltonian is applied and the system evolves in a time-dependent manner according to the Schrödinger equation. The state of the system keeps changing according to strength of the local transverse field, which varies with respect to time. Finally, the transverse field is smoothly turned off and the system finds itself in the ground state of a properly chosen Hamiltonian that encodes an optimal solution of the optimization problem.

After the first commercial launch of an actual system whose functionality is based upon quantum annealing, the D-Wave platform, it has been demonstrated that these particular quantum machines are capable of solving certain quadratic unconstrained (mainly binary) optimization problems. The core of D-Wave’s machine that applies the quantum annealing principles for complex combinatorial optimization problems is the quantum processing unit (QPU). In the D-Wave computer the quantum bits (which we shall refer to as qubits from now on) are the lowest energy states of superconducting loops \[7,19,20\]. In these states there is a circulating current and a corresponding magnetic field. Since a qubit is a quantum object, its state can be a superposition of the 0 state and the 1 state at the same time. However, upon measurement a qubit collapses to the state 0 or 1 and behaves like a classical bit. The quantum annealing process in effect guides the qubits from a superposition of states to their collapse into either the 0 or 1 state. In the end, the net effect is that the system is in a classical state, which must encode an (optimal) solution of the problem.

The current generation of D-Wave computers employs the Chimera topology. In the Chimera topology, qubits are sets of connected unit cells, that are connected to four vertical qubits via couplers \[20–22\]. The unit cells are oriented vertically and horizontally with adjacent qubits connected, creating a network of sparsely connected qubits. A Chimera graph consists of an \( N \times N \) grid of unit cells. The D-Wave 2000Q QPU has up to 2048 qubits which are mapped to a C16 Chimera graph, that is they are logically mapped into a \( 16 \times 16 \) matrix of unit cells, each consisting of 8 qubits. In the D-Wave nomenclature the percentage of working qubits and couplers is known as the working graph, which is typically a subgraph of the total number of interconnected qubits, which are physically present in the QPU.

A major category of optimization problems, particularly amenable to D-Wave’s quantum annealing, are those that can be expressed as quadratic unconstrained binary optimization (QUBO) problems. QUBO refers to a pattern matching technique, that, among other applications, can be used in machine learning and optimization, and which involves minimizing a quadratic polynomial over binary variables \[20,23–29\]. We emphasize that QUBO is NP-hard \[29\]. Some of the most famous combinatorial optimization problems that can be solved as QUBO problems are the Maximum Cut, the Graph Coloring and the Partition problem \[30\]. More details on the QUBO formulation
and related results (that are beyond the scope of this paper) can be found in the survey paper of Kochenberger [25]. QUBO is equivalent to the Ising model, a well-known and extensively studied model in physics, that was introduced in the mid 1920s by Ernst Ising and Wilhelm Lenz in the field of ferromagnetism [31,32]. The underlying logical architecture of this model is that variables are represented as qubits and interactions among qubits stand for the costs associated with each pair of qubits. In particular, this architecture can be depicted as an undirected graph with qubits as vertices and couplers as edges among them. The open-source software qbsolv that D-Wave introduced in 2017 is aimed at tackling QUBO problems of higher scale than previous attempts, by utilizing a more complex graph structure with higher connectivity among QPUs, by partitioning the input into parts that are then independently solved. This process is repeated using a Tabu-based search until no further improvement is found [19,33].

The literature contains several works that are dedicated to solving the standard TSP or some relative problem in a quantum setting. One of the first, was the work by Martoňák et al. in [34] that introduced a different quantum annealing scheme based on path-integral Monte Carlo processes to address the symmetric version of the Traveling Salesman Problem (sTSP). In [35,36] the D-Wave platform was used as a test bed for evaluating the efficiency of quantum annealing in solving the standard TSP compared to classical methods. In [37,38] the well-known variation of the TSP, the (Capacitated) Vehicle Routing Problem is studied using, again, the D-Wave computer. However, no work is known to us that tackles the TSP with Time Windows within the QUBO framework, using the D-Wave platform, or even quantum annealing in general.

Contribution. In this paper we give the first, to the best of our knowledge, QUBO formulation for the TSP with Time Windows (TSPTW). The existence of an Ising or QUBO formulation for a problem is the essential precondition for its solution on the current generation of D-Wave computers. For the vanilla TSP there exists such a formulation, as presented in an elegant and comprehensive manner in [32], which has enabled the actual solution of TSP instances on the D-Wave platform (see [35–37]). In contrast, prior to this work, the TSPTW had not been cast in the QUBO framework. This can be attributed to the extra difficulty of expressing the time window constraints of TSPTW. We hope and expect that the formulation presented here will lead to the experimental execution of small-scale TSPTW instances.

This paper is organized as follows. The most relevant to our study work is presented in Section 2. Section 3 is devoted to the standard definitions and notation of the conventional Traveling Salesman Problem with Time Windows. Section 4, the most extensive section of this article, contains the main contribution of our paper. It includes an in-depth presentation of all the required rigorous mathematical definitions and the proposed modeling that allows us to map the TSPTW into the QUBO framework. Finally, conclusions and ideas for future work are given in Section 5.

2. Related work

Quantum annealing [5,11] has been shown to provide solutions to a broad range of combinatorial optimization problems, not only in computer science [6,16,26,30,39–41], but also in other fields, such as quantum chemistry [42], protein folding [14], vehicle routing [33,38,43,44], etc. This kind of problems aim at minimizing a cost function, which can be interpreted as finding the ground state of a typical Ising Hamiltonian [32]. Nevertheless, it is a laborious task to compute a global minimum in problems where multiple local minima exist [45–47], a fact that shares a lot of similarities to classical spin glasses [45,46].

The possible superiority of quantum computation could be translated into either providing a better solution (i.e., closest to the optimal one) or arriving at a solution faster or producing a diverse set of solutions (for the multiobjective case). Some known cases where such methods work well are spin glasses [48], graph coloring [49], job-shop scheduling [50], machine learning [16,51], graph partitioning [30], 3-SAT [52], vehicle routing and scheduling [33,38,43,44], neural networks [53], image processing citecruz2018qubo etc., where the problem parameters can be expressed as boolean variables.
Battaglia et al. showed that quantum annealing techniques could outperform their classical counterparts on a known NP-complete problem, the 3-SAT, under special circumstances, whereas in the general case, the quantum versions did not offer any actual advantage [52]. In a recent work, Pagano et al. built a mechanism that implements a shallow-depth quantum approximate optimization algorithm (QAOA) by estimating the ground state energy of the Ising model using an analogue quantum simulator [54]. Farhi and Harrow tried to show the advantages of quantum approximate optimization algorithms compared to classical approaches, providing useful theoretical results and bounds, with the emphasis on the idea of “quantum supremacy” than can be established through such solutions [55]. Constrained polynomial optimization problems using adiabatic quantum computation methods were recently discussed by Rebentrost in [18]. In [56], Venegas-Andraca et al. introduced basic algorithms for some well-known problems in combinatorial optimization, like the 3-SAT [52] and the max-cut [57] problems. An overview of approaches of the quantum annealing systems used by D-Wave Systems [19] is, also, presented.

Recently, in [58], Hadfield et al. worked upon the quantum annealing algorithm of Farhi et al. [6], extending it by employing the quantum alternating operator ansatz, which yields a broader set of operators that can be used by the user. Particularly, this operator allows the representation of a larger set of states compared to the original algorithm, aiming to tackle problems with tighter constraints. Another work on how to apply constraints in QUBO schemes was presented by Vyskocil and Djidjev in [59]. In particular, to avoid the use of large coefficients (hence, more qubits) that result from the use of quadratic penalties, they proposed a novel combinatorial design and solving of mixed-integer linear programming problems to accommodate the application of the desired constraints.

Choi in [7], one of the first studies regarding the commercial D-Wave machine, showed that quadratic unconstrained binary optimization (QUBO) problems can be solved using an adiabatic quantum computer that employs an Ising spin-1/2 Hamiltonian. This was achieved by the reduction, through minor-embedding, of the underlying graph to the quantum hardware graph. The Chimera graph is the underlying annealing architecture of the current generation D-Wave platform. Due to physical limitations and noise levels, some qubits and couplers cannot be exploited, and are, thus, disabled. Therefore, the underlying graph is marginally incomplete [21,22].

In a recent technical report, D-Wave systems describe in detail their next generation architecture graph, named Pegasus [20]. As claimed by D-Wave itself, Pegasus will offer more flexibility and expressiveness over previous topologies, like more efficient embeddings of cliques, penalties, improved run times, boosted energy scales, better handling of errors, etc [20]. Similarly, Dattani and Chancellor discussed some differences between the two latest quantum annealing architectures from D-Wave systems, namely the Chimera and Pegasus graphs [22]. They further proposed a methodology to minor embed the required subgraphs on the Chimera and Pegasus graphs.

The D-Wave Two, 2X, and 2000Q all used the Chimera graph (see Table 1), which consisted of processing unit of $K_4 \times 4$ subgraphs. Each generation of this graph has evolved by exploiting more and more qubits (or vertices). On the other hand, Pegasus, the latest graph, totally changed the setting by adding more complex connectivity (each qubit or vertex is coupled with 15 other ones) [21]. This enhanced connectivity allows for better utilization of the existing qubits, thus fewer vertices are capable of broader calculations.

| Table 1. Evolution of Chimera graphs throughout previous D-Wave versions (from [21]). |
|-------------------------------------|------------------|
| Size of quantum processing unit     | Total number of qubits |
| D-Wave One                          | 4 x 4             | 128  |
| D-Wave Two                          | 8 x 8             | 512  |
| D-Wave 2X                           | 12 x 12           | 1152 |
| D-Wave 2000Q                        | 16 x 16           | 2048 |
Lucas in [32] discussed Ising formulations for a variety of NP-complete and NP-hard optimization problems (including the TSP problem), with emphasis on using as few as possible qubits. Martoňák et al. in [34] introduced a different quantum annealing scheme based on path-integral Monte Carlo processes to address the symmetric version of the Traveling Salesman Problem (sTSP). Their approach is built upon a rather constrained Ising-like representation and is compared against the standard simulated annealing heuristic on various benchmark tests, demonstrating its superiority.

Boros et al. presented a set of local search heuristics for Quadratic Unconstrained Binary Optimization (QUBO) problems, providing indicative simulation results on various benchmark tests [29]. Adiabatic quantum annealing techniques are also used to address multiobjective optimization problems. In particular, Barán and Villagra proved their algorithm is capable of finding Pareto-optimal solutions in finite-time for a particular class of problems [60].

Another work on quantum annealing and TSP was presented by Warren in [36]. Warren studied small-scale instances of traveling salesman problems, showcasing how a D-Wave machine using quantum annealing would operate to solve these instance. The motivation for this work was to offer a tutorial-like approach, since the limitations on the number of TSP nodes are quite restrictive for real-world applications. The mapping of the CMO protein problem to a QUBO formulation was studied by Oliveira et al. in [61]. Simulation results showed that the proposed approach outperformed classical techniques.

On the other hand, Ushijima-Mwesigwa demonstrated the graph partitioning mechanism of D-Wave computers utilizing the quantum annealing tools on the D-Wave 2X [30]. The reduction of the large matrix size in QUBO was the main topic in [24] by Lewis and Glover. This was vital in order to have a quick solution for large-scale problems with numerous variables that require equally many qubits. Glover et al. showed in a step by step procedure how one can translate a problem with particular characteristics into a QUBO instance, using the appropriate tools [28]. Another iterative version of the quantum annealing heuristic for QUBO problems based on tabu search was presented by Rosenberg et al. in [62]. Regarding the technical details of that work, their approach tries to partition the problem into subproblems, while keeping the rest of variables fixed. Moreover, they consider the effect of the time to reach the best solution on the problems size.

Many researchers have studied the classical Traveling Salesman Problem with Time Windows (TSPTW). The literature can provide exact algorithms for solving the TSPTW. Langevin et al. [63] introduced a flow formulation of two elements, which can be extended to the classic “makespan” problem. Dumas et al. [64] used a dynamic programming approach reducing trials, which improved the performance and scaled down the search space, in advance and during its execution as well. The TSPTW is an NP-hard problem, since it is a special case of the famous TSP. So, in practice, a heuristic, which is able to solve effectively realistic cases within a reasonable time, is necessary. Gendreau et al. [65] proposed an insertion heuristic, which gradually builds the path to the construction phase and improves a refinement phase. Urrutia et al. [66] proposed a two-stage heuristic, based on VNS. In the first step, a feasible solution is manufactured using the VNS, wherein the mixed linear, integer, objective function is represented as an infeasibility measurement. In the second stage, the heuristic improves the feasible solution with a general version of VNS (General VNS - GVNS).

A hybrid genetic algorithm for finding guaranteed and reliable solutions of global optimization problems using the branch-and-bound technique was proposed by Sotiropoulos et al. [67]. A branch-and-bound approach was, also, used in the work of Pardalos et al. in [68], where dynamic preprocessing techniques and heuristics are used to calculate good initial configurations. For an in-depth insight on quantum genetic algorithms, the reader is referred to the work of Lahoz-Beltra in [69]).

Papalitsas et al. in [70] developed a metaheuristic based on conventional principles for finding within a short period of time feasible solutions for the TSPTW. Subsequently, a novel quantum-inspired unconventional metaheuristic method, based on the original General Variable Neighborhood Search (GVNS), was proposed in order to solve the standard TSP [71]. This quantum inspired metaheuristic
was applied to the solution of the garbage collection problem modeled as a TSP instance [17]. Recently, Papalitsas et al. [72] applied this quantum-inspired metaheuristic to the practical real-life problem of garbage collection with time windows. For the majority of the benchmark instances used to evaluate the proposed metaheuristic, the experimental results were particularly promising. Towards the ultimate goal of running the TSPTW using pure quantum optimization methods, we focus here on its QUBO formulation. This present article is an attempt in that direction.

3. The classical formulation of the TSPTW

In this section we give the formal definition of the classical TSPTW. Our presentation follows [73], which is pretty much standard in the relative literature.

Definition 1. Let $G = (N, A)$ be a directed graph, where $N = \{0, 1, \ldots, n\}$ is the finite set of nodes or, more commonly referred to in this context as customers, and $A = N \times N$ is the set of arcs connecting the customers. For every pair $(u, v)$ of customers there exists an arc in $A$. A tour is defined by the order in which the customers are visited.

A couple of assumptions facilitate the formulation of the TSPTW.

Definition 2. Let customer $0$ denote the depot and assume that every tour begins and ends at the depot. Each of the remaining $n$ customers appears exactly once in the tour. We denote a tour as an ordered list $P = (p_0, p_1, \ldots, p_n, p_{n+1})$, where $p_i$ is the index of the customer in the $i^{th}$ position of the tour. According to our previous assumption $p_0 = p_{n+1} = 0$.

Definition 3. For every pair $(u, v)$ of customers $u, v \in N$, there is a cost $c_{u,v}$, for traversing the arc $(u, v)$. This cost of traversing the arc from $u$ to $v$ generally consists of any service time at customer $U$ plus the travel time from customer $u$ to customer $v$.

Definition 4. To each customer $v \in N$ there is an associated time window $[e_v, l_v]$, during which the customer $v$ must be visited. We assume that waiting is permitted; a vehicle is allowed to reach customer $v$ before the beginning of its time window, $e_v$, but the vehicle cannot depart from customer $v$ before $l_v$.

A tour is feasible if it satisfies the time window of each customer.

In the literature two primary TSPTW objective functions are usually considered

- minimize the sum of the arc traversal costs along the tour, and
- minimize the time to return to the depot.

In a way, the difficulty of the TSPTW stems from the fact that it is two problems in one; a traveling salesman problem and a scheduling problem. The TSP alone is one of the most famous NP-hard optimization problems, while the scheduling part, with release and due dates, adds considerably to the already existing difficulty. To verify that the tour is feasible, i.e., it satisfies the time windows, it is expedient to introduce the arrival time at the $i^{th}$ customer and the time at which service starts at the $i^{th}$ customer, which are denoted by $A_{p_i}$ and $D_{p_i}$, respectively. At this point we make the important observation that $D_{p_i}$ is the departure time from the $i^{th}$ customer in the case of zero service time. The assumption of zero service time is widely used in the literature in order to simplify the problem, and, so, we too shall follow this assumption in our presentation.

The classical formulation of the TSPTW can be summarized by the next relations (see also [73]).

$$\min \sum_{i=1}^{n+1} c_{p_{i-1}, p_i}$$ (1)

In the above expression (1), we assume that $(p_0, p_1, \ldots, p_n, p_{n+1})$ is a feasible tour. This means that, besides the assumptions previously outlined, the following hold.
$$D_{p_0} = 0 .$$  \hspace{1em} (2)

$$A_{p_i} = D_{p_{i-1}} + e_{p_{i-1}p_i} \quad (1 \leq i \leq n + 1) .$$  \hspace{1em} (3)

$$D_{p_i} = \max\{A_{p_i}, e_{p_i}\} \quad (1 \leq i \leq n) .$$  \hspace{1em} (4)

### 3.1. An illustrated example for the TSPTW

At this subsection we shall describe and explain a template reference problem with 4 nodes plus the starting point (5 nodes in total). Although this example is quite simple, we hope that it will help the reader to easily understand the TSPTW. Specifically, to better comprehend the modeling of this benchmark, as well as the attempt to find a feasible solution at first, and consequently the optimal one. The next Figure 1 is the graphical depiction of the 5 customers and all arcs that connect them.

![Figure 1](image)

**Figure 1.** The above graph depicts an example of a tour consisting of 4 nodes plus the depot (node 0).

Table 2 includes all the relevant data of the above example. In particular, we see the coordinates X and Y of every node, as well as the Ready Time and the Due Date.

<table>
<thead>
<tr>
<th>Node No</th>
<th>X</th>
<th>Y</th>
<th>Ready Time</th>
<th>Due Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>12</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3 is actually the distance matrix for our example. Let us clarify here that we calculated the costs between the nodes using the Euclidean distance, which is given by the well-know formula:

$$d(u,v) = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2},$$

where \( u = (x_1, y_1) \) and \( v = (x_2, y_2) \).
Table 3. The distance matrix.

<table>
<thead>
<tr>
<th></th>
<th>Node 1</th>
<th>Node 2</th>
<th>Node 3</th>
<th>Node 4</th>
<th>Node 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node 1</td>
<td>0</td>
<td>1</td>
<td>1.41</td>
<td>2.23</td>
<td>1</td>
</tr>
<tr>
<td>Node 2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.41</td>
<td>2</td>
</tr>
<tr>
<td>Node 3</td>
<td>1.41</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2.23</td>
</tr>
<tr>
<td>Node 4</td>
<td>2.23</td>
<td>1.41</td>
<td>1</td>
<td>0</td>
<td>3.16</td>
</tr>
<tr>
<td>Node 5</td>
<td>1</td>
<td>2</td>
<td>2.23</td>
<td>3.16</td>
<td>0</td>
</tr>
</tbody>
</table>

A feasible solution for this particular TSPTW consisting of 5 nodes is given in Table 4. One can see that if all time windows are respected in every step of the tour going from one customer to the next, a feasible solution can be constructed. Although, this is a small scale example, we expect that it will enhance one’s understanding of what is a feasible solution for the TSPTW.

Table 4. A feasible solution of our illustrated example.

<table>
<thead>
<tr>
<th>Ordering</th>
<th>Node 1</th>
<th>Node 4</th>
<th>Node 5</th>
<th>Node 3</th>
<th>Node 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>cost</td>
<td>0&lt;1</td>
<td>2.23&lt;4</td>
<td>7.16&lt;8</td>
<td>10&lt;12</td>
<td>12&lt;14</td>
</tr>
<tr>
<td>feasibility</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

In the next section we introduce our novel approach for mapping the TSPTW over the quadratic unconstrained binary optimization (QUBO) model.

4. A QUBO formulation for the TSPTW

In the literature, the typical QUBO formulation of the standard TSP involves the use of a set of binary variables (see [32]). They are characterized as binary in the sense that they can take only the 0 or 1 value. Typically, they are denoted by \( x_{v,i} \), and their meaning is the following:

\[
x_{v,i} = \begin{cases} 
1, & \text{customer } v \text{ is at position } i \text{ in the tour} \\
0, & \text{otherwise} 
\end{cases}
\]  

(5)

In the case of the TSPTW, we have discovered to be more advantageous to use binary variables parameterized by three integers: \( u, v \) and \( i \). A similar suggestion for the Vehicle Routing Problem can be found in [38]. Hence, in the rest of our analysis, we shall use the binary variables \( x^i_{u,v} \) defined next:

\[
x^i_{u,v} = \begin{cases} 
1, & \text{customers } u \text{ and } v \text{ are at consecutive positions } i - 1 \text{ and } i \text{ in the tour} \\
0, & \text{otherwise} 
\end{cases}
\]  

(6)

As we explained in the previous section, a feasible tour has the form \( \{p_0, p_1, \ldots, p_n, p_{n+1}\} \). In this enumeration, \( p_i \) is the customer in the \( i^{th} \) position of the tour. We always take for granted that \( p_0 = p_{n+1} = 0 \) and each other customer appears exactly once. We recall the assumption of zero service time at each customer, and without loss of generality, we adopt another assumption that greatly reduces the final clutter of our QUBO expressions: for each customer \( v \), where \( 0 \leq v \leq n + 1, e_v = 0 \). With this understanding, we see that the parameters \( u \) and \( v \) range from 0 to \( n \) and the parameter \( i \) ranges from 1 to \( n + 1 \).

Therefore, we can assert that:

- For each \( i, 1 \leq i \leq n + 1 \), exactly one of the binary variables \( x^i_{u,v} \) is 1, where \( u \) and \( v \) range freely from 0 to \( n \), with the proviso that \( u \neq v \). As a matter of fact when \( i = 1 \) and \( i = n + 1 \) we can be more precise. In the former case, exactly one of the binary variables \( x^1_{1,v} \) is 1, where \( v \) ranges from 1 to \( n \), and, in the latter case, exactly one of the binary variables \( x^{n+1}_{v,0} \) is 1, where \( v \) ranges from 1 to \( n \).
In addition to the above constraints, for each \( u, 1 \leq u \leq n \), exactly one of the binary variables \( x^i_{u,v} \) is 1, where \( i \) ranges from 2 to \( n \) and \( v \) ranges from 1 to \( n \).

Symmetrically, we also have the constraint that for every \( v, 1 \leq v \leq n \), exactly one of the binary variables \( x^i_{u,v} \) is 1, where \( i \) ranges from 2 to \( n \) and \( u \) ranges from 1 to \( n \).

These constraints are encoded in the Hamiltonian \( H_c \).

\[
H_c = B \sum_{i=1}^{n+1} \left( 1 - \sum_{u=0}^{n} \sum_{v=0, v \neq u}^{n} x^i_{u,v} \right)^2 + B \left( 1 - \sum_{v=1}^{n} x^1_{0,v} \right)^2 + B \left( 1 - \sum_{v=1}^{n} x^{n+1}_{v,0} \right)^2
+ B \sum_{u=1}^{n} \left( 1 - \sum_{v=1}^{n} \sum_{i=2}^{n} x^i_{u,v} \right)^2
+ B \sum_{v=1}^{n} \left( 1 - \sum_{i=2}^{n} \sum_{u=1}^{n} x^i_{u,v} \right)^2
\]

(7)

Using the \( x^i_{u,v} \) binary variables, the requirement that the tour be minimal can be encoded by the following Hamiltonian \( H_m \).

\[
H_m = C \sum_{i=1}^{n+1} \sum_{u=0}^{n} \sum_{v=0, v \neq u}^{n} x^i_{u,v} c_{u,v} .
\]

(8)

In the above Hamiltonians, \( B \) and \( C \) are positive constants, which must be appropriately chosen, i.e., \( C < B \), so as to ensure that the constraints of \( H_c \) are respected (see also [32]). Obviously, \( c_{u,v} \) is the cost for traversing the arc \((u,v)\).

The above Hamiltonians are certainly not the end of the story in the case of the TSPTW, as, in their essence, they just encode the minimal cost of the Hamiltonian circuit. There are a lot more difficult time constraints to tackle in order to satisfy the time window of every customer. To this end, besides the binary variables \( x^i_{u,v} \), it will be necessary to use a second type of binary variables, denoted by \( t^i_{u,v} \), in order to express the time margin of every customer.

**Definition 5.** Given a feasible tour \( p_0, p_1, \ldots, p_n, p_{n+1} \), suppose that the customer at position \( i \), where \( 1 \leq i \leq n \), is \( v \) with time window \([e_v, l_v] \). We say that the time margin of the customer at position \( i \) to be \( l_v - A_{p_i} \).

Clearly, for a feasible tour, the time margin for every position of the tour is non-negative. We can now define the binary variables \( t^i_{k,i} \) as follows:

\[
t^i_{k,i} = \begin{cases} 1, & \text{the time margin of the customer at position } i \text{ in the tour is } k \\ 0, & \text{otherwise} \end{cases}
\]

(9)

We recall that in the formulation of the TSPTW, the arrival time at the customer in the \( p^k \) position of the tour, denoted \( A_{p^k} \), plays an important role (see [73]). Thus, we begin our analysis by showing how to express \( A_{p_i} \). Obviously, \( A_{p_0} = 0 \), so it is only necessary to give the formula for \( A_{p_i}, 1 \leq i \leq n \).

We first observe that the customer at position 0 is always the depot (customer 0), which results in the following, relatively simple formula, for \( A_{p_1} \).

\[
A_{p_1} = \sum_{v=1}^{n} x^1_{0,v} c_{0,v} .
\]

(10)

The general case, i.e., when \( 2 \leq i \leq n \), is taken care by the next equation.
Example 1. To explain how Equations (10) and (11) can be used in practice, we continue with our test case example.

Equation (10) becomes

\[ A_{p_1} = \sum_{d=1}^{n} \sum_{u=1}^{n} \sum_{v=u+1}^{n} c_{u,v} \quad (2 \leq i \leq n) \]  

(11)

Equation (11) gives the following series of equations.

\[ A_{p_2} = \left( x_{0,1}^3 c_{0,1} + x_{0,2}^1 c_{0,2} + x_{0,3}^2 c_{0,3} + x_{0,4}^4 c_{0,4} \right) \]
\[ + x_{1,2} c_{1,2} + x_{1,3}^7 c_{1,3} + x_{1,4}^4 c_{1,4} + x_{2,1}^2 c_{2,1} + x_{2,3}^2 c_{2,3} + x_{2,4}^2 c_{2,4} \]
\[ + x_{3,1}^3 c_{3,1} + x_{3,2}^4 c_{3,2} + x_{3,4}^3 c_{3,4} + x_{4,1}^4 c_{4,1} + x_{4,2}^2 c_{4,2} + x_{4,3}^4 c_{4,3} \]  

(13)

Equation (11) gives the following series of equations.

\[ A_{p_3} = \left( x_{0,1}^3 c_{0,1} + x_{0,2}^1 c_{0,2} + x_{0,3}^2 c_{0,3} + x_{0,4}^4 c_{0,4} \right) \]
\[ + x_{1,2} c_{1,2} + x_{1,3}^7 c_{1,3} + x_{1,4}^4 c_{1,4} + x_{2,1}^2 c_{2,1} + x_{2,3}^2 c_{2,3} + x_{2,4}^2 c_{2,4} \]
\[ + x_{3,1}^3 c_{3,1} + x_{3,2}^4 c_{3,2} + x_{3,4}^3 c_{3,4} + x_{4,1}^4 c_{4,1} + x_{4,2}^2 c_{4,2} + x_{4,3}^4 c_{4,3} \]  

(14)

The above equations demonstrate that in every case, \( A_{p_i} \) can be expressed as a sum of terms, where each term is the product of an input variable \( c_{u,v} \) and exactly one binary decision variable \( x_{u,v}^i \).

The simplifying assumption of zero service time enables us to express the constraints imposed by the time windows of every customer as follows:

\[ A_{p_i} \leq \sum_{v=1}^{n} x_{0,v}^i J_v \]  

(16)
for the special case where \( i = 1 \), and
\[
A_{p_1} \leq \sum_{u=1}^{n} \sum_{v=1}^{n} x_{u,v}^1 l_v \quad (2 \leq i \leq n) ,
\]
(17)

for the general case where \( 2 \leq i \leq n \).

The above expression may seem a little complicated, but, unfortunately, while \( A_{p_i} \) tells us the arrival time at the customer in the \( i^{th} \) position of the tour, it does not tell us which is this particular customer. We have to resort to the binary variables \( x_{i,u,v} \) to indirectly obtain this information.

Inequality constraints such as these in (16) and (17) are notoriously difficult to express within the QUBO framework. For an extensive analysis we refer the interested reader to [28,59,74]. The approach which is most commonly used in the literature is to employ auxiliary binary variables, like the binary variables \( t_{k,i} \) previously defined, to convert the inequality into an equality, and then proceed, as usual, by squaring the equality constraint.

In our case, the first step is to express the inequalities (16) and (17) as
\[
A_{p_1} + \frac{K}{n} \sum_{k=1}^{K} t_{k,1} = \sum_{v=1}^{n} x_{0,v}^1 l_v ,
\]
(18)

and as
\[
A_{p_i} + \frac{K}{n} \sum_{k=1}^{K} t_{k,i} = \sum_{u=1}^{n} \sum_{v=1}^{n} x_{u,v}^i l_v \quad (2 \leq i \leq n) ,
\]
(19)

respectively.

In the above equalities \( K \) is a positive constant appropriately chosen taking into consideration the specific time windows. A valid possible choice could be \( K = \max_{1 \leq v \leq n} \{ l_v \} \). Such a choice, while valid, would be unnecessarily big in most practical cases.

Equality constraints like (18) and (19) are typically treated in QUBO by converting them into squared expressions. Hence, (18) gives rise to the first time window constraint, denoted by \( W_1 \) and given by
\[
W_1 = \left( A_{p_1} + \frac{K}{n} \sum_{k=1}^{K} t_{k,1} - \sum_{v=1}^{n} x_{0,v}^1 l_v \right)^2 ,
\]
(20)

while Equation (19) gives rise to the \( i^{th} \) time window constraint, denoted by \( W_i \) and given by:
\[
W_i = \left( A_{p_i} + \frac{K}{n} \sum_{k=1}^{K} t_{k,i} - \sum_{u=1}^{n} \sum_{v=1}^{n} x_{u,v}^i l_v \right)^2 \quad (2 \leq i \leq n) .
\]
(21)

If we replace \( A_{p_1} \) and \( A_{p_i} \) in the above equations by the formulas in (10) and (11), we derive the expanded forms of \( W_1 \) and \( W_i \), \( 2 \leq i \leq n \), respectively.

\[
W_1 = \left( \sum_{v=1}^{n} x_{0,v}^1 c_{0,v}^1 + \frac{K}{n} \sum_{k=1}^{K} t_{k,1} - \sum_{v=1}^{n} x_{0,v}^1 l_v \right)^2 .
\]
(22)
\[ W_i = \left( \sum_{d=1}^{n} \sum_{u=1}^{n} x_{u,v}^{d} c_{u,v} + \sum_{k=1}^{K} k t_{k,i} - \sum_{u=1}^{n} \sum_{v=1}^{n} x_{u,v}^{d} l_{v} \right)^2 \quad (2 \leq i \leq n) . \] (23)

At this point it is important to pause and confirm that the constraints in Equations (22) and (23) conform to the QUBO formulation requirements, in the sense that, after the expansion of the square, we get a sum of terms, where each term is the product of input data like \( c_{u,v} \) or \( l_{v} \) and at most two binary decision variables.

The last time constraint concerns the binary variables \( t_{k,i} \). For each \( i, 1 \leq i \leq n \), exactly one of the binary variables \( t_{k,i} \) is 1, where \( k \) ranges from 1 to \( K \). The meaning of this constraint is obvious: in every position of a feasible tour the time margin should be unique. Expressing this constraint is also straightforward:

\[ M_i = \left( 1 - \sum_{k=1}^{K} t_{k,i} \right)^2 \quad (1 \leq i \leq n) . \] (24)

Putting all the time constraints together results in the Hamiltonian \( H_t \):

\[ H_t = T(W_1) + T \sum_{i=2}^{n} TWC_i + T \sum_{j=1}^{n} M_i . \] (25)

Therefore, to solve the TSPTW in the QUBO framework we must use the Hamiltonian \( H \) given below:

\[ H = H_c + H_m + H_t . \] (26)

As noted earlier, the constants \( B \), \( C \) and \( T \) appearing in the Hamiltonians are positive constants, which must be chosen according to our requirements. For instance, by setting \( C < B \), so as to ensure that the constraints of \( H_c \) are respected; similarly, setting \( T < B \) prioritizes the time windows constraints over the minimality of the tour.

Example 2. To show the form of the time windows constraints when the square is expanded, we apply constraint (22) to our test case example.

First we point out that for binary variables the following hold:

\[ (x_{u,v}^{d})^2 = x_{u,v}^{d} \quad \text{and} \quad (t_{k,i})^2 = t_{k,i} . \] (27)

We also recall the identity: \((a + b - c)^2 = a^2 + b^2 + c^2 + 2ab - 2ac - 2bc\). We shall use this identity to expand (22), setting \( a = \sum_{i=1}^{n} x_{0,v,0}^{i} \), \( b = \sum_{k=1}^{K} k t_{k,1} \), and \( c = \sum_{v=1}^{n} x_{0,v}^{1} l_{v} \). In our example \( n = 4 \) and, in order to simplify somewhat the calculations we take \( K = 2 \). With this understanding we use Equation (12) to derive the formulas given below. Note that to improve the readability of the equations in this example, we have written in green color those terms that involve exactly one binary variable and in blue color those terms that involve exactly two binary variables.
\[ A_{p1}^2 = \left( x_{0,1}c_{0,1} + x_{0,2}c_{0,2} + x_{0,3}c_{0,3} + x_{0,4}c_{0,4} \right)^2 \]

\[ = \left( x_{0,1}^2 + x_{0,2}^2 + 2x_{0,1}x_{0,2}^2 + x_{0,3}^2 + 2x_{0,1}x_{0,2}c_{0,3} + 2x_{0,1}x_{0,4}c_{0,4} + 2x_{0,2}c_{0,3}c_{0,4} \right)^2 \]

\[ + 2x_{0,1}c_{1,0}x_{0,4}c_{0,4} + 2x_{0,2}c_{0,2}x_{0,3}c_{0,3} + 2x_{0,2}c_{0,2}x_{0,4}c_{0,4} + 2x_{0,3}c_{0,3}x_{0,4}c_{0,4} \]  \( (28) \)

Similarly, we see that:

\[ \left( \sum_{k=1}^2 k \cdot t_{k,1} \right)^2 = (1t_{1,1} + 2t_{2,1})^2 = t_{1,1}^2 + 4t_{2,1}^2 + 4t_{1,1}t_{2,1} = t_{1,1} + 4t_{2,1} + 4t_{1,1}t_{2,1} \]  \( (29) \)

\[ \left( \sum_{i=1}^4 x_{0,i}l_i \right)^2 = \left( x_{0,1}l_1 + x_{0,2}l_2 + x_{0,3}l_3 + x_{0,4}l_4 \right)^2 \]

\[ = \left( x_{0,1}^2 + x_{0,2}^2 + 2x_{0,1}x_{0,2}^2 + x_{0,3}^2 + 2x_{0,1}x_{0,2}l_{0,3} + 2x_{0,2}l_{0,3}x_{0,4} + 2x_{0,3}l_{0,3}x_{0,4} \right)^2 \]  \( (30) \)

\[ 2A_{p1} \sum_{k=1}^2 k \cdot t_{k,1} = 2 \left( x_{0,1}c_{0,1} + x_{0,2}c_{0,2} + x_{0,3}c_{0,3} + x_{0,4}c_{0,4} \right) (1t_{1,1} + 2t_{2,1}) \]

\[ = 2x_{0,1}c_{0,1}t_{1,1} + 2x_{0,2}c_{0,2}t_{2,1} + 2x_{0,3}c_{0,3}t_{1,1} + 2x_{0,4}c_{0,4}t_{2,1} \]  \( (31) \)

\[ 2A_{p1} \sum_{i=1}^4 x_{0,i}l_i = 2 \left( x_{0,1}c_{0,1} + x_{0,2}c_{0,2} + x_{0,3}c_{0,3} + x_{0,4}c_{0,4} \right) \left( x_{0,1}l_1 + x_{0,2}l_2 + x_{0,3}l_3 + x_{0,4}l_4 \right) \]

\[ = 2(x_{0,1}^2 + 2x_{0,1}c_{0,1}l_1 + 2x_{0,1}c_{0,1}x_{0,2}l_2 + 2x_{0,1}c_{0,1}x_{0,3}l_3 + 2x_{0,1}c_{0,1}x_{0,4}l_4 + 2x_{0,2}c_{0,2}x_{0,1}l_1 + 2x_{0,2}c_{0,2}x_{0,3}l_3 + 2x_{0,2}c_{0,2}x_{0,4}l_4 + 2x_{0,3}c_{0,3}x_{0,1}l_1 + 2x_{0,3}c_{0,3}x_{0,2}l_2 + 2x_{0,3}c_{0,3}x_{0,4}l_4 + 2x_{0,4}c_{0,4}x_{0,1}l_1 + 2x_{0,4}c_{0,4}x_{0,2}l_2 + 2x_{0,4}c_{0,4}x_{0,3}l_3 + 2(x_{0,4}^2) + 2x_{0,4}c_{0,4}l_4 \]  \( (32) \)
We can now substitute Equations (28)–(33) in (22) to finally arrive at the expanded form of the constraint, given by the following equation.

\[
2 \sum_{k=1}^{2} 2 \sum_{o=1}^{4} x_{0, o, l_o} = 2 (1 t_{1,1} + 2t_{2,1}) \left( x_{0,1, l_1} + x_{0,2, l_2} + x_{0,3, l_3} + x_{0,4, l_4} \right) \\
= 2 t_{1,1} x_{0,1, l_1} + 2 t_{1,1} x_{0,2, l_2} + 2 t_{1,1} x_{0,3, l_3} + 2 t_{1,1} x_{0,4, l_4} \\
+ 4t_{2,1} x_{0,1, l_1} + 4t_{2,1} x_{0,2, l_2} + 4t_{2,1} x_{0,3, l_3} + 4t_{2,1} x_{0,4, l_4}
\]

(33)

Similar calculations, albeit too lengthy to include here, confirm that all time window constraints have similar patterns, that is they constitute legitimate expressions within the QUBO framework.

5. Conclusions and future work

In this work, we have considered the TSPTW. Although many combinatorial optimization problems have been expressed in the QUBO (or, equivalently, the Ising) formulation, this particular problem was not one of them. Presumably, the reason is the TSPTW imposes many additional (time) constraints because the customers’ time windows must be satisfied. These are actually inequality constraints that are very difficult to tackle within the QUBO framework. We remind the reader that valid QUBO expressions must have the form: \( x^T Q x \), where \( x \) is a column vector of binary decision variables, \( x^T \) its transpose and \( Q \) a square matrix of constants. So, to the best of our knowledge, this is the first time the TSPTW is cast in QUBO form.

This step is a necessary precondition in order to be able to run TSPTW instances on the current generation of D-Wave computers. Hence, the future direction of this work will the mapping of TSPTW benchmarks to the Chimera or the upcoming Pegasus architecture, so as to obtain experimental results. This will enable the comparison of the current state of the art classical, or conventional, if you prefer, metaheuristics with the purely quantum approach. This comparison is expected to shed some light on the pressing question of whether quantum annealing is more efficient than classical methods, and, if so, to what degree.
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