Persistence Landscape based Topological Data Analysis for Personalized Arrhythmia Classification
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Abstract: Data has shapes, and shapes may provide insights to data modeling and information extraction. Topological data analysis (TDA) paves new avenues in the evaluation of biomedical data, where algebraic-topological tools are used for knowledge discovery. In the present work, we apply TDA for personalized electrocardiographic signal classification toward arrhythmia analysis. First, to facilitate the TDA, signal samples are converted into point clouds using phase space reconstruction. Topological techniques are then used to extract the persistence landscapes from the point clouds as features used in the subsequent arrhythmia classification. The proposed persistence landscape based feature learning method is robust to the size of the training set. With only 20% of the full training dataset, it achieves a 100% accuracy for normal heartbeats, 97.13% for ventricular beats, 94.27% for supra-ventricular beats, and 94.27% for fusion beats. Thus the method can be trained for a single individual, allowing for personalized analysis systems. With the present study, we show that TDA could be a useful tool for biomedical signal analysis, with potential application in the personalized data processing.
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1. Introduction

Electrocardiographic signals reflect cardiac electrical activity over time. The abnormal pattern of ECG signal is associated with cardiac arrhythmia as a result of severe cardiac risks like stroke, heart failure, and sudden death [1]. Arrhythmia is one of the main tasks that could be induced by aging or different diseases like diabetes, hypertension, and obesity. Recognizing and detection of arrhythmia of the ECG sensor data is one of the main tasks of healthcare applications such as smart home [2], rehabilitation [3], and mobile health[4,5].

Physiologically, the heartbeats are illustrations complex system involving turbulence and spatiotemporal wave propagation. The heart’s physiological dynamical can be reflected by electrocardiographic (ECG) signals captured by the different kind of sensors. The signals are observation information of a dynamical system [6]. So the arrhythmia represented by abnormal ECG pattern can be considered as an abnormal state of the dynamical system. In the recognition and classification tasks, the phase-space reconstruction method [7,8] could provide essential features besides the traditional representation of statistical features.

As a typical method for phase-space reconstruction, the time-delay embedding had already been used to study dynamical systems. With time-delay embedding, the underlying dynamical systems can be recovered from observed time-series data, such as in industrial applications [9,10] and human body systems [11–13]. The idea that the human heart as a dynamical system and the application of the time-delay embedding technique for phase-space reconstruction from ECG signals was first proposed in [6]. The parameters of the human body system such as Lyapunov Exponents[14],...
Correlation Dimensions\cite{15} had been used for the study of ECG signal dysfunction state. Other Nonlinear Dynamical System Analysis Techniques such as Detrended Fluctuation Analysis (DFA) \cite{16}, Recurrence Quantification Analysis\cite{17,18}, and Poincaré Plot \cite{19} are also used in the ECG analysis applications. In this study, we focus on the study of phase-space reconstruction jointly with a recently fast developing technique of topological data analysis (TDA). The jointly nonlinear analysis methods could provide essential features for arrhythmia analysis.

Recently, a developing and growing trends in TDA brought the motivation for TDA features in ECG signal analysis \cite{20}. We explored how the topological information of data based on geometry and topology inspire ECG analysis tasks. The TDA techniques had become a useful representation extraction tool for different complex data analysis applications \cite{21–24}. In the field of signal analysis, the TDA showed potentials for classification and detection \cite{20,25,26}, other than the traditional statistical-based methods. TDA provided an alternative viewpoint for signal analysis and enriched the nonlinear dynamical system based signal processing research.

Arrhythmia patterns in ECG signals are the observation of states diversification in the heart system. Recent works use nonlinear parameters like entropy or Lyapunov parameter to describe the abnormal state. TDA tools provide an alternative way from the geometrical and topological structure of point clouds as an extension for nonlinear analysis. In \cite{27} time-delay embedding and persistent homology theory had been used in wheeze detection for breath system. \cite{6} use time-delay embedding to convert the ECG signal into a 2-D point cloud for cardiac system analysis. In \cite{28} a term topological signal representation was proposed using time-delay embedding and TDA. Besides, Safarbali \cite{29} proposed a statistical analysis using the time-of-life representation in persistent homology of TDA, toward the atrial fibrillation nonlinear dynamic analysis, and Dindin \cite{30} used the Betti curves as an alternative features of the deep learning representations, using in a recognition system with a cascaded modular neural network.

TDA constitutes an alternative of traditional statistical methods used in the recognition applications. From a nonlinear dynamical system viewpoint, the system’s information can contribute to the machine learning tasks, which depends on quite different theory compare to the statistical way. How to incorporate the system information into the machine learning statistical computation framework, a recent topological signature \cite{31–33} termed persistence landscape answers. This work illustrates how to use the topological signatures in the arrhythmia classification system. In this spirit, the main contribution of this work include:

1. We proposed a topological data analysis driven framework for electrocardiographic analysis and arrhythmia classification (Section 2), and demonstrate that TDA is a practical solution for robust detection of ventricular ectopic beats and supra-ventricular ectopic beats. We validated it in the long term single lead ECG dataset.
2. The framework (Section 3.1) includes four stages: the ECG segments firstly embedded into the space as point clouds (Section 3.2); then the persistent homology was used to get the topological signatures (Section 3.3); with which the persistence landscapes based features achieved (Section 3.4); then performed using the random forests classifier for arrhythmia classification.
3. We illustrated that, with time delay embedding, the shape illustrations from different arrhythmia types are distinguishable (Section 4.2). In the meantime, Barcodes, persistence diagrams, and persistence landscapes are also compared (Section 4.4).
4. When applying the proposed method on a balanced dataset, the classification performance of normal heartbeat class are 100% recognized, ventricular beats for 97.13%, supra-ventricular beats 10 for 94.27% and fusion beats for 94.27%. Also, the performance obtained with a small training set shows good performance as well. (Section 4.5)
2. Background

2.1. Clinical Background: Arrhythmia Analysis

Arrhythmia refers to an irregular heartbeat is an essential event to be captured and analyzed in modern healthcare systems. In most heart monitoring systems, the automatic detection and classification of the heartbeat signal are one of the most fundamental aspects for the conservation of life and personalized medicine in today’s growing population. As the Association for the Advancement of Medical Instrumentation (AAMI, Arlington, VA) recommended, the heartbeats could be classified into one of the five ECG patterns: N (normal beats originating in the sinus node), S (supra-ventricular ectopic beats), V (ventricular ectopic beats), F (fusion beats), and Q (unclassifiable beats, ignored in this study) for heart monitoring. The feature extracted from the clinical ECG systems is an essential component in the modern arrhythmia systems. Some of the primary examples like morphological features with shapes, amplitudes, and durations of ECG signal [34,35]; frequency domain features obtained with wavelet transformation explained and used recently [36]; statistical features derived with higher-order statistics [37]; and also the new deep learning-based feature extraction methods [38,39]. In this work, we consider the arrhythmia phenomenon as a representation of heart system abnormality. With the nonlinear analysis tools from a dynamical system angle, we found an entirely different tool in arrhythmia analysis.

2.2. The Heart as Dynamical Systems

The nonlinear analysis and chaos theory used in studying the biological system had inspired some of the works in heart system analysis [40]. The features based on nonlinear dynamical systems like the correlation dimension, Lyapunov exponents, and entropy-based parameters explored in the previous studies. A useful review of the work of nonlinear analysis can refer to [41,42]. Typically, the nonlinear dynamic system methods are used in the atrial fibrillation analysis or long term ECG heart rate variability analysis. The phase space reconstruction method used in the nonlinear analysis comes from the dynamical system theory. The phase space is an abstract space, which could graphically represent the possible states of a dynamical system [43]. From the Takens’s theorem, there should be an actual number of variables which govern all possible behaviors of the dynamical system, which is not possible to get all the variables in the real-world situation [44]. However, if one variable of the system (i.e. a dimension which could be measured), like $x$ is accessible, then the full dynamics of the system could be reconstructed from the observed $x$, with time delay embedding [45]. The embedded trajectory and points in the phase space could be considered as a kind of descriptor of the original signal. Using TDA to analysis the phase space reconstruction from a different pattern of ECG time series could be used in arrhythmia analysis.

2.3. Topological Data Analysis

TDA comes from the intuition that the shape of data matters. The primary technique used in this work is persistent homology, an adaptation of homology to point cloud data, which was first proposed by [46]. The topological summaries like Barcode [47] and persistence diagram [48,49] had been proposed as useful representations from the data point cloud. The kernel-based method is another option for TDA use in data analysis [50]. For the ease of use in statistical analysis, the persistence bag-of-words [51] and persistence landscape [31] had been used in data analysis. Recently, more and more work had been proposed using this topology inspired method because of its robustness and theoretical integrity. In time series analysis using TDA tools, [20] provided a useful resource for different types of time series analysis. Other notable work of time series analysis can be referred from [52–54].
In this work, the ECG signals are embedded into the corresponding abstract phase space, different record patterns with different shapes because of the physiological system’s state difference could be discriminate by TDA features based learning models.

3. Methodology

The TDA methods extract information from the topological and geometrical properties of the data point clouds. In this study, we first build data point clouds for each time series with the phase state reconstruction based method of time delay embedding. With the extracted points we build the simplicial complexes, each with a radius parameter. Then, the persistent homologies for each data point cloud are acquired with the complexes. From the complexes, we can get the topological summaries, namely, Barcode or persistence diagram. Further, we use persistence landscape as extracted features for the classification task. With the persistence landscape representations from each time series, the random forest classifier was used for classification.

3.1. Proposed Framework

Figure 1. Proposed framework: firstly, the time series are pre-processed and segment into beats, then the heart beats can be embedded into data point clouds with the time delay embedding method, the point clouds have been assumed to be in some topological space; secondly, simplicial complex can be build upon the point clouds with rising radius parameters, the process composed to a series of simplicial complex namely, persistent homology; thirdly, topological summaries of Barcode, persistence diagrams are achieved, with them the statistical representation persistence landscape can be extracted.

The overview of the method can be found in Figure 1, and the detailed description of the framework can be found in following sections.
3.2. Time Delay Embedding

The electrocardiography time series is a kind of nonlinear time-series, which can be considered as
time-ordered observation data from some dynamical systems. The purpose of time-series analysis can
be considered as the study of dynamics behind the observed time-ordered data [55]. The phase-space
reconstruction is proposed for dynamics analysis, the reconstructed space may not be identical to the
real system, but with an appropriate reconstruction, some of the properties of the system revealed
because of the topological equivalent [56]. The delay reconstruction for ECG had been first analyzed
in [6] for multiple heartbeats. In this work, we consider the difference between the phase space
reconstructed from different types of a single heartbeat. With TDA, we could extract features from the
phase space, which is an alternative way compared to the statistical methods.

Mathematically, suppose the time-series signal sequence $f(n), n \in \mathbb{Z}^+$ in which $n$ is the signal
sampling index. For a time delay embedding operation, let $S \in \mathbb{Z}^+$ as the parameter of delay step, the
dimension of the topological space to be embedded into is $d \in \mathbb{Z}^+$, then the time delay embedding at
the time $t \in \mathbb{Z}^+$ can be illustrated as:

$$DE(f; t; s, d) = \{f(t), f(t + s), \ldots, f(t + (d - 1)s)\}$$

The reconstruction of the phase space could convert the signals into higher dimensional phase-space,
which approximate the phase-state of the real dynamics. The central problem in doing the phase space
reconstruction is the determination of the parameters of time delay parameter $\tau$ and the embedded
dimension $d$. Appropriate $d$ and $\tau$ could approximate the dynamics better which could help for
further analysis. Estimating good value for $D$ and $\tau$ is quite challenging, lots of methods had been
developed to choose the parameters [55,57]. In the traditional practice, $\tau$ was determined first and
then $d$. However, in this work we set the dimension of the embedding space as $d = 2$. As stated in
former study of [55] and [28], a larger $d$ does not necessarily increase the classification performance.
With time delay embedding, each segmented ECG beat waveform has been converted into a 2-D point
cloud. The distribution on the 2-D varies when different arrhythmia type occurs, we give the point
cloud illustration for different pattern of signal in Section 4.2.

3.3. Topological Data Analysis

Geometrical structures of the point clouds like components or existence of holes and voids in
the space are the central elements for TDA. In TDA, the homology invariants could provide distinct
different topological structure. Mathematically, homology is associates one vector space $H_i(X)$ to
the space $X$ for each natural number $i \in \{0, 1, 2, \ldots\}$, and represent the corresponding geometrical
structures. For example, $H_0(X)$ counts for the linking path components, $H_1(X)$ counts for the number
of holes, and $H_2(X)$ counts for voids, etc. These algebraic structures are robust to the underlying
space transformation. As Figure 2 illustrated, suppose the data points clouds are lying on some
topological spaces, the specific topological space could not be achieved, but with the approximation of
the topological space with mesh, we can still get the properties of the topological space.

Figure 2. Topological space and simplicial complex.
Algorithmically, the simplicial complexes theory is the solution for the approximation task. We do not know the topological space $X$ the data points lied on; instead, we use the data points to construct a discrete set $S$ to build a simplicial complex to approximate the space. The Čech complex [58] and Alpha complex [59] had been proved to be a useful technique to construct such simplicial complex with theoretical support of Nerve Theorem. However, the Čech complex needs intensive computation. Several reduction complexes had been proposed, such as Vietoris – Rips complex [60,61], Graph – induced complex [62], and Sparsi fied Čech complex [63]. The Vietoris – Rips complex had already proved to be computational efficiently and used in data analysis; therefore we use the Vietoris – Rips complex to approximate the data point cloud topological space, and later for topological analysis.

3.3.1. Simplicial Complex Graph Building

The embedded data point cloud is assumed as points with different distance notations, sometimes similarity or dissimilarity between separate points. With mathematical components simplicial complex or filtration (i.e., a nested family of simplicial complexes) in a topological space, they can reflect the structure of the data at different scales. Here we give an intuitive illustration for the simplicial complex building; more content can be referred from the respective reference.

A topology can be considered as a mathematical description of geometry objects, a topology on a set is defined as a collection of subsets, including the empty set and the whole set. With the data cloud generated with the data samples from the specific applications, simplicial complexes are used to study the shapes in the TDA methods. The simplicial complex can be considered as a generalized higher dimensional graph. A single point can be considered as 0-simplex, a line for a 1-simplex, a triangle for a 2-simplex and a tetrahedron for 3-simplex. The faces of a simplex are its boundaries, such as for a 1-simplex the faces are points, while for a 2-simplex the faces are line segments, and for a 3-simplex the faces are its three triangles (Figure 3). Generally, a subset consisted of $(k + 1)$ data points is called a $k$-simplex. A simplicial complex is the collection of simplexes, together with their faces, an exhaustive description can be found in [64].

![Figure 3. Simplex and simplicial complex.](image)

Compared to the graph-based methods, the simplicial complex based methods could deal with triangles, tetrahedrons, and even more abstract objects. One can consider the simplicial complex as a generalization of graphs with higher-order relationships among the nodes [65]. Graphs are focused on modeling pairwise interaction while simplicial complex on higher-order interaction. After we get the data point cloud, the next task is to build the simplicial complex of the data, and the original data forms the vertex set. With the simplicial complex tools, next, we can get the filtration of a data point cloud, which is a series of simplicial complexes from the original data point cloud, with different settings.

3.3.2. Persistent homology

Based on the simplicial complex tools, complicate geometrical structures (i.e., homology) can be described, like loops and voids. The persistent homology illustrated the persistent features from the point cloud with a $c$-ball radius for each vertex. The simplicial complex with the radius $c = 0$ is the original data point cloud. If we consider increasing the $c$ radius gradually, a simplicial complex series...
are generated. With the increasing of $\epsilon$, data point pairs are connected when their Euclidean distance is less than $\epsilon$. Consequently, a new edge born which forms a new simplicial complex structure.

For example, in Figure 4, the original point cloud is vertices without any edges with $\epsilon = 0.08$, as $\epsilon = 0.08$ increases any points with distance less than 0.08 are connected, thus some edges appeared. Keeping on increasing $\epsilon$, finally, any two points are linked thus generated a fully connected graph ($r = 0.334$). At each stage, the homology of the simplicial complex is changing, some components born while some died. Consider the quadrilateral hole in Figure 4, it borns at an event time before $\epsilon = 0.41$ and dies at an event time after $\epsilon = 0.48$. Then we can say the hole is alive between $\epsilon = 0.41$ and $\epsilon = 0.48$. Similarly, there are much more higher-dimensional holes when we consider a more complicated point cloud in practical applications. A similar process happens for all the homology.

For each distance $\epsilon$ we build the space of $S_\epsilon$, which is composed of points, edges, triangles and high dimensional objects. Consider the $\epsilon$ increasing process: an edge appears when the Euclidean distance between two points is less than $\epsilon$; a triangle appears when all its edges are in the space of $S_\epsilon$; an tetrahedron appears when all its faces are in $S_\epsilon$; and so on. From the process we have a series of $\epsilon$-based spaces, and for two spaces’ distance parameters $\epsilon_1$ and $\epsilon_2$ with $\epsilon_1 \leq \epsilon_2$, we could infer that the space $S_{\epsilon_1}$ is contained in $S_{\epsilon_2}$ [66]. Then the process yields a nested sequence of spaces, the sequence is termed as filtration, consider the description in [66,67] as follows. The increasing sequence of $\epsilon$ (i.e. distance) value produces a filtration: given a set $X$, the $K$-simplex $\{\sigma_1, \sigma_2, \ldots, \sigma_{k+1}\}$, then we have the definition of filtration.

**Definition 1.** A filtration of a (finite) simplicial complex $K$ is a sequence of sub-complexes such that

1. $\emptyset = K^0 \subset K^1 \subset K^2 \cdots \subset K^m = K$
2. $K^{i+1} = K^i \cup \sigma^{i+1}$ where $\sigma^{i+1}$ is a simplex of $K$

### 3.4. Topological Signature: from Barcode to Persistence Landscape

The space of $S_\epsilon$ can be studied with the tool of homology from the algebraic topology; the essential features in each space are the components of topological objects and their lifetime. The lifetime can be described as barcode intervals illustrated in Figure 5. The starting point of the interval can be considered as the time when the corresponding object first appears (born time in works of literature), and the endpoint is when this object finally disappear (death time). The strict mathematical theory of persistent homology and barcode can be referred in [46,47]. In this study, based on the Barcodes,

![Figure 4. Persistent homology.](image-url)
we can extract features from the data point clouds of related time series samples. The horizontal axis in the figure indicates the distance parameter of $\epsilon$. As $\epsilon$ increases from zero to infinity, components merge gradually, and finally, only one object exists as indicated by the longest arrow bar.

![Barcode Illustrations.](image)

From the perspective of machine learning applications, barcode generated with the topological method can be considered as an alternative feature sets. Some applications directly consider the barcode as an estimator in statistics or features [29], i.e. directly use the barcode intervals as representation. Further, using distance measures like the Bottleneck and Wasserstein distance for comparison the topological similarity between persistence diagrams for applications in protein binding analysis [68]. Other essential works are distance-based signal classification, [20,69]. In this work, we use the persistence landscape constructed from the Wasserstein distance description for our analysis.

Mathematically, the persistence diagram $P_k$ encoded from the $k$-dimensional homology $\alpha$ information in all scales. The homology $\alpha$ was "born" at $b_\alpha$ and "die" at $d_\alpha$ which make a pair $(b_\alpha, d_\alpha)$. This pair can be considered as point $z_\alpha \in \mathcal{R}$. Then the barcode graph can be transformed into a persistence diagram graph with birth indices on horizontal axis and death indices on the vertical axis as in Figure 5. The Wasserstein distance is often used as a standard metric to analysis the persistence diagram space as:

$$W_p(P_1^k, P_2^k) = \inf_{\phi} \left[ \sum_{q \in P_1^k} ||x - \phi(x)||_p^p \right]^{\frac{1}{p}}$$

The equation is termed as the $p$-th Wasserstein distance, when $p = \infty$ the metric is known as Bottleneck distance. Based on the Wasserstein metric, a representation termed Persistence Landscape had been proposed for statistical analysis by [31].

For each birth-death point $(b_\alpha, d_\alpha) \in P_k$, a piecewise linear function:

$$f(b_\alpha, d_\alpha) = \begin{cases} 
  x - b_\alpha, & \text{if } x \in \left( b_\alpha, \frac{b_\alpha + d_\alpha}{2} \right] \\
  -x + d_\alpha, & \text{if } x \in \left( b_\alpha + \frac{d_\alpha}{2}, d_\alpha \right) \\
  0, & \text{if } x \notin (b_\alpha, d_\alpha) 
\end{cases}$$

with which a sequence of functions $\lambda$ can be given by:

$$\lambda(x) = k - \max \{ f(b_\alpha, d_\alpha)(x) | (b_\alpha, d_\alpha) \in P_k \}$$

where the $k$-max denotes the $k$-th largest value of a function. With the persistence landscape in Banach space, statistical methods can be involved. More theory description of persistence landscape can be referred from [31].

3.5. Random Forest Classifier

With the extracted topological representations, we use the random forests classifier to perform the multi-class classification task. Random forests (RF), some times, random decision forests, are a kind of
ensemble learning method for classification. It is widely used in different types of classification and regression problems. Then persistence landscape features are used as the input for the RF classifier. Random forests classifier had been widely used in the classification task. The RF classifier design is out of scope in this study, and we recommend [70] for reference of RF techniques.

3.6. Performance Evaluation

The proposed method could be evaluated as a usual classification task parameters, we calculate the four parameters in confusion matrix: the correct classification number (TP as true positive samples); the false classification number (FN as false negatives); correct normal classification number (TN true negatives); and false classification number (FP as false positives). We use the normalized confusion matrix for the performance evaluation. In the normalized confusion matrix, a row represents an instance of the class with its actual label, and a column represents the predicted class. Then the values of the diagonal elements are the correctly classified proportions. In the meantime, the off-diagonal elements are misclassified information. Then higher values in the diagonal elements mean better results.

4. Experiments

4.1. Materials and Pre-processing

The systematic approach presented in Section 3.1 is applied to the long-term ECG data in the Physionet MIT-BIH Long-Term database (PhysioBank) [71]. The long-term ECG database contains six two-channel ECG signals sampled at 128 Hz per channel with 12-bit resolution, and one three-channel ECG sampled at 128 Hz per channel with 10-bit resolution. The seven long-term ECG record IDs are 14046, 14134, 14149, 14157, 14172, 14184, and 15814.

We resample the ECG signals to 340 Hz, which is a typical sampling rate in ECG algorithm studies. The baseline wander (caused by perspiration, respiration and body movements), power line interference and muscle noise removed with a Butterworth filter. Then the filtered ECG signals were segmented into individual heartbeat waveforms based on the detected R peaks. With the extracted R peaks, each 340-point signal is determined in an ad-hoc rule: set the R position as the 141 points, and extract the anterior 140 points and the following 199 points from the original time series. Then the extracted samples are illustrated as in Table 1.

<table>
<thead>
<tr>
<th>Arrhythmia Type</th>
<th>User ID</th>
<th>N</th>
<th>S</th>
<th>V</th>
<th>F</th>
<th>Total Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>14046</td>
<td>105,408</td>
<td>2</td>
<td>9,767</td>
<td>95</td>
<td>115,272</td>
</tr>
<tr>
<td></td>
<td>14134</td>
<td>38,769</td>
<td>29</td>
<td>9,836</td>
<td>992</td>
<td>49,626</td>
</tr>
<tr>
<td></td>
<td>14149</td>
<td>144,548</td>
<td>0</td>
<td>264</td>
<td>0</td>
<td>144,812</td>
</tr>
<tr>
<td></td>
<td>14157</td>
<td>83,422</td>
<td>244</td>
<td>4,369</td>
<td>63</td>
<td>88,098</td>
</tr>
<tr>
<td></td>
<td>14172</td>
<td>58,318</td>
<td>1,152</td>
<td>6,529</td>
<td>1</td>
<td>66,000</td>
</tr>
<tr>
<td></td>
<td>14184</td>
<td>78,104</td>
<td>39</td>
<td>23,383</td>
<td>11</td>
<td>101,537</td>
</tr>
<tr>
<td></td>
<td>15814</td>
<td>91,628</td>
<td>34</td>
<td>9,942</td>
<td>1,744</td>
<td>103,348</td>
</tr>
</tbody>
</table>

Table 1. The 7 records’ detail of MIT-BIH Long Term Dataset

We can see that for each records that the data samples are severe imbalanced. So we further re-design an experiment with the following settings:

1. Data samples with a limited number are ignored, like the F class in ID 14172, and V in ID 15814;
2. As some samples are ignored, the classification task in ID 14184, and ID 14046 become a two-class classification task.

Then we only focus on the 3-class classification task in ID 15814 ID 14134, and ID 14172. For each task, we random select the correspond signal samples to make the signal sample distribution balanced,
and also for the reduction of computation consumption. As Table 2 illustrated, the distributions for the signal samples are 1:2:4 for each task. While for a small sample validation, we designed an extra experiments with 100 samples from each class from ID 14172.

The software packages and tools used in this work are listed in the Appendix A.

<table>
<thead>
<tr>
<th>Experiment Number</th>
<th>User ID</th>
<th>N</th>
<th>S</th>
<th>V</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp #1</td>
<td>14134</td>
<td>3,968</td>
<td>0</td>
<td>1,984</td>
<td>992</td>
</tr>
<tr>
<td>Exp #2</td>
<td>15814</td>
<td>6,976</td>
<td>0</td>
<td>3,488</td>
<td>1,744</td>
</tr>
<tr>
<td>Exp #3</td>
<td>14172</td>
<td>4,608</td>
<td>1,152</td>
<td>2,304</td>
<td>0</td>
</tr>
<tr>
<td>Exp #4</td>
<td>14172</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. 4 designed experiments from the MIT-BIH Long-term Database

4.2. Time delay embedding

For the abstract phase space construction, we use a time delay embedding method to convert the time series into data point cloud. The time delay embedding parameters are the embedding dimension and time lag, here we use an empirical setting as time lag $\tau = 4$ and embedded dimension $d = 2$.

![Figure 6. Time Delay Embedding for the arrhythmia types.](image)

As Figure 6 illustrated, for different heartbeat types, the 2-dimensional time delay embedding has quite different data point cloud.

4.3. Point cloud subsampling

With the embedded point clouds, we try to downsample the point numbers for computational efficient. Here we consider to downsample the point cloud into 50 points. For downsampling strategy, we choose the landmark selection algorithm [72], which could keep the geometry similarity, i.e. the algorithm can still track the original shape of the point cloud. As Figure 7 illustrated, the subsampled data point clouds share the sample shape from the original embedded point cloud.
4.4. Topological representations for point clouds

Figure 7. The subsampling of data point clouds.

Figure 8. The topological signatures for each class
As Figure 8 illustrated, for each arrhythmia type, using the subsampled point cloud we generate the corresponding persistence diagram using the Rips complex, we can see that for each class the persistence diagram, Barcode, and landscape distributed differently. For the first column, the data point clouds are subsampled, which is only illustrations for 50 points. We can see that the sketches are different. As the radius of each point increase, the homology of the point cloud start to born and later die gradually. This birth-death process can be illustrated in the third column as Barcodes. Each bar in the Barcode graph means a homology of the point cloud. The dark bars are the 0-homology and red for 1-homology. In the second column, the persistence diagrams are alternative representations of Barcode. In the fourth column, the persistence landscapes are the features we extracted for the classification. For each ECG class, we can see that the distribution for each class are different, with which the random forest classifiers are performed.

4.5. Experiment Results

With the experiments settings from Section 4.1, we evaluated the features with the proposed framework with the random forest classifier. We can see that in Figure 8, the persistence landscapes for each class are distributed differently. With the landscapes for each data sample, we set the experiments with a testing partition size into 20%, 40%, 60%, and 80%. The rest of the data samples are treat as testing set. The performance are evaluated with classification confusion matrixes, which are illustrated in Figure 9.

Figure 9. The topological signatures for each class
The experiment results of Exp #1 are shown in the first row of Figure 9. In Exp #1, a 3-class classification task for N, V, F was evaluated with the proposed method. We can see that the V class was well classified, even with only 20% percent of samples used in the training process, the test result can achieve 89.35%. The results for the F class recognition, the performance dropped rapidly as the training sample reduced from 70.71% to 58.31%. From Table 2 we can see that in Exp #1, there are only 992 F samples for evaluation. When the training size is set into 20%, with only about 200 training samples, the recognition rate still can achieve 58.31%.

In the second row of Figure 9, for Exp #2 the N, V, F oriented 3-class classification task was evaluated. We can see with 20% percents for the training set, the recognition rates of V and F class achieve 96.31% and 91.97% respectively. In the third row for Exp #3, the N, S, V oriented 3-class classification task was evaluated, and the recognition rates of V and F are 95.88% and 97.88% respectively when training size set into 20%. The fourth row illustrated the results of Exp #4, and we use a small data size; the results show excellent performance as well.

5. Related Work and Discussion

In this paper, a new personalized ECG beat classification and arrhythmia analysis scheme have been introduced using persistence landscape from algebra topology field. To our knowledge, this is the first work ever the TDA representation persistence landscape applied to the personalized arrhythmia analysis. The scheme has been proved as an efficient representation for ECG analysis, especially when using in small training size, the technique shows great potential. Firstly Employing this scheme include a time-delay embedding technique to convert signals into points that illustrate the underlying signal system. We offer a 2-dimensional embedding from the signals, and a time lag parameter was set to 4, the reconstructed phase space for each class via time delay embeddings has been illustrated in Figure 6. Secondly, to reduce computational consumption, a sub-sampling technique has been used to reduce the sample number, the technique function can be referred to in Figure 7. Thirdly, different topological signatures have been extracted from the sub-sampled data point clouds, which include Barcode, persistence diagram, and persistence landscape. Finally, the persistence landscapes of the signals are considered as signal representations, then used in a classification task.

Compare to the previous work in ECG classification or arrhythmia analysis. We have the following different settings:

1. In lots of ECG analysis tasks, they validate the method using a mixture of different patients. However, in this work, we focus more on personalized settings. The reason for this setting is because, for different individuals, the cardiac system could differ in the physiological system. The settings could bring a sample deviation because of the dynamics difference, which departs the purpose of this study.
2. The topological method was used in this study to extract representations differ from the statistical features’ work. This study is more related to the nonlinear signal analysis, which uses TDA instead of other nonlinear parameters.
3. There is a limited study on the small training set experiments; the proposed experiments show that the proposed method could achieve good performance for arrhythmia analysis task. This specialty could be meaningful for the wearable or clinical applications when dealing with a high prediction performance under limited data source condition.

However, in Exp #1, we find that the fusion type heartbeat could be considered as the ventricular heartbeat type when using a rather small training size. The possible explanation for this phenomena is that the fusion heartbeat is a mixture of a ventricular and normal beat; the physiological process could be similar to the ventricular physiological process. A fusion beat occurs when electrical impulses from different sources act upon the same region of the heart at the same time[73]. So the classifier needs more training samples to learning this type.

Since the TDA method could be time-consuming, we use different approximation techniques like using only 2-dimension as the phase space, choose Rips complex to build the simplicial complex, and
adopt the landmark selection method to reduce the point cloud amount. These kinds of approximation may cause an information loss for the classification task. However, the proposed methodology could still be useful in some case as an alternative option to statistic-based features, or recently widely used deep learning methods.

6. Conclusions

The TDA methods provide alternative insights compare to the statistical features. We show that a TDA-based signal feature, namely persistence landscape, can provide useful representation for personalized arrhythmia analysis. The proposed method shows excellent performance when dealing with personalized arrhythmia analysis in our experiments. We also find that the proposed method is robust to the size of the training set. When dealing with only 20% of the full training dataset, it achieves a 100% accuracy for normal heartbeats, 97.13% for ventricular beats, 94.27% for supra-ventricular beats, and 94.27% for fusion beats. Thus the method can be trained for a single individual, allowing for personalized analysis systems. With the present study, we show that TDA could be a useful tool for biomedical signal analysis, with potentially promising application in the personalized data processing.
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Abbreviations

The following abbreviations are used in this manuscript:

- TDA: Topological Data Analysis
- ECG: Electrocardiography
- PL: Persistence Landscape
- N: Normal Heartbeat
- S: Supra-ventricular Heartbeat
- V: Ventricular Heartbeat
- F: Fusion Beat
- RF: Random Forests

Appendix A Software and tools used

1. ECG data sources: https://www.physionet.org/content/ltafdb/
2. Data pre-processing: can be accessed from https://github.com/tygrin/sensorsPLECG.git
3. Time delay embedding: the R package "nonlineartseries"
4. Point cloud downsampling: javaplex tutorial from [74]
5. Topological data analysis: the R package "TDA"
6. Classification: the Python package "sklearn"

References


64. Marchese, A.; Maroulas, V.; Mike, J. K- means clustering on the space of persistence diagrams. Wavelets and Sparsity XVII. International Society for Optics and Photonics, 2017, Vol. 10394, p. 103940W.


68. Marchese, A.; Maroulas, V. Signal classification with a point process distance on the space of persistence diagrams. Advances in Data Analysis and Classification 2018, 12, 657–682.


Sample Availability: The code for data preprocessing and segmentation are available from .