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Abstract: Despite their obvious differences, biological systems at different scales tend to exhibit common organizational patterns. Unfortunately, these commonalities are usually obscured by the parcelled terminology employed by various scientific sub-disciplines. To explore these commonalities, this papers a comparative study of diverse applications of the maximum entropy principle, ranging from amino acids up to societies. By presenting these studies under a common language, this paper establishes a unified view over seemingly highly heterogeneous biological scenarios.
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1. Introduction

While scientific endeavor is traditionally associated with the divide et impera motto, the last decades have witnessed a shift in many areas of research towards considering the properties of collections of interacting systems such as cells, circuits of neurons, brains, species, and ecosystems [1]. This interest is fostered by the growing understanding that “more is different” [2], i.e. that many of these systems exhibit emergent properties that cannot be explained by the nature of their parts in isolation. Another driver of this shift is the increasing amount of data available for analysis, which is enabled by novel recording techniques, and the advances in technologies for information storage and transfer [3].

Biological research is nowadays in a peculiar situation: while there is more data available than ever before, spanning all spatial biological scales, there is still a lack of an operational theory to explain the collective behavior of living organisms at different scales. In order to help to build a road towards such principles, an attractive method is to employ data-driven modeling techniques from the statistics literature that – due to their generality – can be applied in diverse biological scenarios. While this way of proceeding might go against traditional wisdom based on mechanistic considerations, a number of reports have shown that collective behavior can be accurately characterized by statistical models built directly from data [4–6]. Importantly, these studies show that one might successfully build models without the need to characterize the mechanistic interactions nor biological processes from first principles.
The maximum entropy principle (MEP) is one of the statistical methods that has found applications over a surprisingly wide range of biological scenarios. The core idea of the MEP is to build statistical models that agree with data, but are otherwise as “structureless” as possible; said differently, the MEP provides a method to find the least biased model that is consistent with the experimental data [7]. The initial success of the MEP method in physics and engineering rapidly triggered a plethora of applications in biology, including DNA motifs of transcription factor binding sites [8], co-variations in protein families and amino acid contact prediction [9–11], diversity of antibody repertoires in the immune system [12,13], collective activity of neural populations [5,6,14–19], collective behavior of bird flocks [20,21], collective behavior in groups of mice [22], and ecology of abundance and distribution [23,24]. The fact that the MEP has been successfully applied in these highly heterogeneous scenarios suggests that there might exist interesting organizational commonalities across biological scales. However, these commonalities are obscured by the parcelled language and terminologies employed in the various sub-disciplines of biology, which makes comparative studies highly non-trivial.

In order to help the exploration of commonalities, in this article, we provided a unified review of recent advances related to the applications of the MEP across biological scales. There are recent reviews related to the MEP applied to different fields of biology, with a focus on e.g. parameter inference [25–27], reverse engineering [28], learning of hidden variables [29] and information-processing in biophysical systems [30]. To complement this literature, here our goal is to provide a comparative study of applications of the MEP across biological spatial scales, providing a unified formalism, perspective, and notation that can bridge the differences between various scientific sub-fields. We compare and highlight some differences, extensions, and limitations of the MEP approach, and discuss open challenges for future research.

2. Maximum Entropy Principle: ideas and approaches

When studying living systems from experimental data, scientist are usually unable to access all the relevant information that would be required to fully characterize the system of interest. This limitation seems not to be a technological issue but a characteristic of biology (at least in the foreseeable future). For example, it is unlikely to be able to simultaneously measure the firing patterns of each of the $\approx 10^{11}$ neurons in the human brain, or quantify and classify all the insects that live at the Amazonian forest at a given time. Despite this limitation, from experimental data is usually possible to obtain accurate estimations of global properties, e.g. the average values of certain quantities of interest. Therefore, it is often relevant to find models consistent with this accurate – but partial – information. Unfortunately, there is usually an infinite number of statistical models that are consistent with these global properties measured from experimental data, and hence one needs additional criteria to decide which one to use.

The MEP provides a rational basis to choose statistical models in these situations. In particular, the MEP is special for being maximally noncommittal with regard to missing information [7]. The core of the method is based on a constrained optimization problem of a concave functional – the Shannon entropy, resulting in a unique probability distribution that is consistent with the partial information at hand, being otherwise as “random” as possible.

In the rest of this section, we introduce the MEP from a broader perspective, i.e., as an inverse statistical mechanics problem. After we introduce the basic building blocks of this principle, we set the notation and ideas to unify the approach presented in the examples.

2.1. Forward versus inverse problems

The idea of maximizing entropy has its origin in thermodynamics and statistical mechanics. In these branches of physics, there are two opposite approaches with which one can build statistical models to characterize the phenomena under study. One is assuming complete knowledge of the relevant mechanistic interactions that rules the constituents of the system, which is called forward modeling. This approach builds a probabilistic model, which in turn determines values for the average
of various observables of the system. The second approach works backward, hence is called *inverse modeling*; one uses experimental data to determine the average value of various observables, and then build the “less structured” model that is consistent with those values.

### 2.1. Forward approach

The primary goal of statistical physics is to derive observable quantities from microscopic laws governing the parts and interactions of a system. The standard way in which these ideas are introduced is through *Hamiltonian models* describing from first principles the interactions of a system. This approach is often called "forward", and the goal is to characterize observables representing collective phenomena such as spin magnetization, correlations, or to characterize phase transitions as a function of the physical parameters of the model.

### 2.1.2. Inverse approach

In statistical mechanics, the inverse problem starts taking average values of observables from experimental data generated by some system. The goal of this approach is to infer the parameters of a candidate Hamiltonian (local rules of interactions) characterizing the system only from experimental data. Although some branches of biology have rich theories [31], there are other domains for which no mechanistic approach exists, in those cases maximum entropy is usually among the best alternatives. This is particularly relevant nowadays as in almost all branches of biology at all scales there is experimental data to "recover" the parameters or interactions of a candidate Hamiltonian. In general, inverse problems are hard to solve; in particular, the application of the maximum entropy principle to biological experimental data usually depends on sophisticated numerical algorithms and computational power [5,6,18,32].

### 2.2. Maximum entropy principle: definitions and methods

The MEP is an inverse problem commonly employed in statistical mechanics, but has found useful applications in several other probabilistic systems. This approach can reconstruct local rules of interaction from the experimental data, this without adopting particular mechanistic assumptions. While the MEP can take more general form [33], this article focuses on the standard approach of focusing only on average values computed from data. In the next sequel, the basic building blocks of the MEP are explained, while providing an unified notation that will be use throughout the article.

### 2.2.1. State space, observables, and average values

Suppose that a scientists is interest in a particular system, from which she only have experimental data but otherwise no additional knowledge. The first step in building the maximum entropy model of the system is to describe the set of possible configurations, which is called *state space*. For concreteness, let us consider a system made of $N$ sub-units $x = (x^1, \ldots, x^N)$, where each coordinate $x^i \in \chi^i$ represent the state of each sub-unit. The configuration space is denoted by $\chi = \chi^1 \times \chi^2 \cdots \times \chi^N$. It is important to note that the state space grows exponentially with the number of sub-units. Therefore, when consider systems composed by many sub-units, the configuration space is usually too large to be characterized directly from experimental data, i.e. the cardinality of the state space is usually much larger than the number of data samples.

Having a clear idea of the state space of the system, the second step is to choose the *observables* of the system. Observables are real-valued functions on the configuration space of the form:

$$f : \chi \to \mathbb{R}$$

$$x \mapsto f(x)$$
Observables are random variables whose average values can be estimated from data. With the state space defined and the estimation of basic statistical features with sufficient accuracy, the scene is set to build the minimally structured model that is consistent with these measurements.

2.2.2. Entropy maximization under constraints

Although the concept of entropy was first used by Rudolf Clausius in the field of thermodynamics to study the relationship between energy and temperature, the Shannon entropy [34] has a much broader scope dealing with the notions of information and uncertainty. Mathematically, for a discrete random variable with discrete probability distribution \( q \) over the state space \( \chi \), its entropy is

\[
S [q] = - \sum_{x \in \chi} q(x) \log q(x).
\]  

The notion of entropy can be also applied to continuous variables via the differential entropy [35]. In this case, sums over the discrete state space are replaced by integrals:

\[
S [q] = - \int q(x) \log q(x) dx
\]  

The Shannon entropy can be used to generalize the principle of insufficient reason and Laplace’s principle of indifference. The basic formulation of these principles says that, if one is interested in assigning probabilities to events but there is no further information about them, one should model them using the uniform distribution – which is the distribution that maximizes entropy. The MEP generalizes this to scenarios where there is some information about the system is available, by stating that one should choose the distribution that maximizes the entropy while being consistent to what is known.

The inputs for the MEP are the average value of a set of observables, which represent the knowledge obtained from the data. As the empirical average of observables are usually not enough to uniquely determine a probability distribution, the MEP is used to obtain the unique probability measure \( p \) that maximizes the entropy among all the probability measures \( q \) that match the expected values of all the observables.

The MEP can be stated mathematically as the following optimization problem:

\[
\max_{q \in \mathcal{M}} S [q] \quad \text{subject to} \quad \mathbb{E}_q [f_k] = \langle f_k \rangle_e = c_k, \quad \forall k \in \{1, \ldots, K\}
\]

where \( \mathcal{M} \) is the set of probability measures, \( \mathbb{E}_q[f_k] \) is the average of the observable \( f_k \) for all \( k \in \{1, \ldots, K\} \) with respect to \( q \), \( \langle f_k \rangle_e \) is the empirical average of \( f_k \) obtained from experimental data. This problem can be solved analytically (see A).

3. Examples at different Spatial Scales

One of the most powerful features of the MEP is its generality, which enables its use over a broad range of scenarios. This section explores six case studies of application of the MEP in biology at different spatial scales, this employing an unified methodology and notation. The cases are the following: amino acids in proteins (Section 3.1), retinal ganglion cells (Section 3.2), whole brain networks (Section 3.3), plant communities (Section 3.4), macroecologic biodiversity (Section 3.5), and human vote interactions in the US Supreme Court (Section 3.6). Rather than reviewing many articles related to each scale, we follow particular articles that summarize well the application of the MEP at that particular spatial scale. For each scenario we describe the state space, observables, and the inferred information.
3.1. Amino acid interactions in proteins

Proteins are essential molecules for living systems. These are sequences of amino acids, however, is their three-dimensional structure (tertiary structure) which is critical to determine its biological function. An example are the homolog proteins, i.e., proteins with a common evolutionary ancestor, where their tertiary structure and biological function is highly conserved, despite the amino acid sequence may differ in many ways. A family of homolog proteins can be summarized in the so called Multiple Sequence Alignment (MSA), a matrix where all the sequences belonging to the same protein family are aligned using sophisticated sequence similarity methods [36,37]. Nowadays, huge databases of MSA for different protein families are available [38] based on the growing number of complete sequenced genomes [39]. This technological advance embrace the challenge of the determination of protein tertiary structure from the linear amino acid sequence (from a statistical point of view). In fact, if the protein function highly depends on the tertiary structure and its conservation depends on the interactions between amino acid residues, then it is expected that some sites of the sequence co-evolve.

Here, we present the results in Cocco et al [40], where the authors show a wide variety of applications of MEP to the analysis of MSA.

3.1.1. State Space

Consider a protein family composed of $M$ homolog protein sequences (either from different species or different pathways inside the same species), each with aligned length $L$. In order to align sequences of different lengths, a gap, ‘−’, may be introduced in some sequences. Given that there are $r = 21$ possible values for each sequence site (20 amino acids plus a gap, $\chi^i = \{A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y, -\}$). A MSA can be represented as a $L \times M$ matrix (see figure 1), where the sequence of each protein is a $L$-vector and each sequence site $l$ corresponds to one of the 21 amino acids from the $\chi^i$ set. However, for technical reasons, Cocco et al [40] use a binary embedding, where each sequence is represented as a binary $Lr$ vector, where the $i$-th entry of each subvector is 1 if the corresponding $i$-th amino acid of the $\chi^i$ set is present on that site and 0 otherwise. Thus, the state space is conformed by all the possible amino acid sequences of length $L$, i.e., $\chi = \{0, 1\}^{Lr}$.

3.1.2. Observables and average values

The observables are single site occurrence and pairwise occurrence. Their average values consider both the single site averages and the pairwise site-correlations statistics, this is:

- $\langle f_i(a) \rangle = \langle a^i \rangle$ is the average occurrence of the amino acid $a$ at the $i−th$ sequence site.
- $\langle f_{ij}(a,b) \rangle = \langle a^ib^j \rangle$ is the average co-occurrence of the amino acids $a$ at the $i−th$ site and $b$ in the $j−th$ site.
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The amino acid sequences of $M$ homolog proteins are aligned in the Multiple Sequence Alignment (MSA). Each MSA column is a sequence site and each row is the sequence of a member of the protein family. In order to have a fix sequence length $L$, a gap (‘-’) may be introduced. From the MSA, two sets of observables are considered: i) $f_i(a)$ is the occurrence of the amino acid $a$ at the site $i$ and ii) $f_{ij}(a, b)$ is the co-occurrence of amino acid $a$ at the site $i$ and amino acid $b$ at the site $j$.

3.1.3. Inferred Information

The statistical models built from the MEP using MSA which consider single site and pairwise site-correlations yields valuable information about protein tertiary structure, its function and protein design. The MEP approach represent an appealing alternative to computationally expensive molecular dynamics simulations. Among the inferred information is the following.

1. **Co-evolving site pairs:** The interaction strength between site $i$ and site $j$ can be obtained as a function of the model parameters $J_{ij}(a, b)$, i.e. the interaction between amino acid $a$ in site $i$ with the amino acid $b$ in site $j$. Thus, a coupling strength is obtained, identifying evolutionary constraints on the protein family site-interactions.

2. **Contact Prediction:** The protein tertiary structure is associated to a topology of contacts between far amino acids residues. This topology can also be inferred as a function of $J_{ij}(a, b)$. For predicting the tertiary structure of proteins, interactions between sites with a minimum separation of five sites on the linear sequence are studied (equivalent to one turn in an $\alpha$-helix). The MEP approach outperforms the pairwise site contact prediction compared to standard correlation-based methods (e.g. mutual information).

3. **Protein Design and the Effect of Mutations:** According to the energy landscape theory of protein folding [41], proteins conserved along evolution tend to minimize their free energy in their folded state. Using the MEP, the energy of each amino acid sequence can be computed (see equation A4), which allow scoring each sequence according to their energy. This results in a set of non-naturally occurring proteins that minimizes the energy and, possibly, preserve the same functions than the original protein family. This inferred information has been applied to test and predict the effect of mutations [42,43].

3.2. Retina

The retina is a part of the brain which is located in the back part of the eye. Its main function is to encode different aspects of the visual stimulus and convey information to the retinorecipients brain areas about the visual stimulus: size, color, and movement through the retinal ganglion cells as sequences action potentials (spikes) and silences. The integration and transformation of the stimulus from retinal ganglion cells constitutes the first stage of our visual perception. Multi-electrode arrays
allow to record spikes from hundreds of retinal ganglion cells responding simultaneously to light stimuli. Since the seminal work of Schneidman et al. [14] and Pillow et al. [44] to characterize the spike train statistics of the vertebrate retina responding to natural stimuli, a succession of research efforts have helped to better understand some aspects of the so-called “retinal code” (the input-output relationship). Since then, the MEP approach has become a standard tool to build statistical models in this field [5,14,44–46], and it is more and more clear that genuine collective behavior in the retinal network can be characterized using the MEP from relatively weak correlations among pairs of neurons (Ising model) [4].

Here we present results reported in Ref. [5], where the authors build an accurate maximum entropy model that matches the firing rate of each retinal ganglion cell, their pairwise correlations, and the distribution of summed spikes in the network at each time bin.

3.2.1. State Space

Consider a time discretization or “binning” $\Delta t_b$, in which for each time bin, each neuron can take only two values, either zero or one. Consequently, in a network of $N$ neurons, we denote $x^t_i$ the binary variable which take value 1 whenever the $k$-th neuron emits a spike during the $t$-th time bin, and 0 otherwise. Therefore $x^t_i = \{0, 1\}$ for all $i = 1, \ldots, N$. This standard procedure transforms experimental data into sequences of binary patterns (see figure 2). A spike pattern is the spike-state of all the network at time bin $t$, denoted by $x_t := [x^t_1]^N_{n=1}$. Finally, a spike train or data-set is a finite sequence of spiking patterns. The state space is formed by all the spike patterns $\chi = \{0, 1\}^N$.

3.2.2. Observables and average values

The following is the list of observables and their average values used in this study, where $\langle \cdot \rangle$ means temporal average taken from data (see figure 2):

- $\langle f_i(x) \rangle = \langle x^t_i \rangle$ firing rate of neuron $i$, for all neurons.
- $\langle f_{ij}(x) \rangle = \langle x^t_i x^t_j \rangle$ synchronous pairwise correlation between neuron $i$ and neuron $j$, for all pairs of neurons.
- $\langle f_K(x) \rangle = \langle \delta(\sum_{i=1}^{N} x^t_i, K) \rangle$, for $K = 1, \ldots, N$. Where $\delta$ represent the Kronecker delta.

3.2.3. Inferred Information

The inferred maximum entropy distribution is used to investigate the principles underlying population coding, i.e., how groups of neurons orchestrate their spiking activity characterizing the neural code. In this article, the authors use the maximum entropy distribution $p(x)$ to investigate the following:

1. **The entropy**: To characterize the size of the neural vocabulary (the effective number of configurations is reduced to $2^S$) (1). This quantity constrains the capacity of the population to represent visual information. In this case shows that the spike patterns are extremely inhomogenous.

2. **Classification of activity patterns into set of meta-stable collective modes**: The energy landscape inferred from the maximum entropy method presents valleys which resembles a “clustering of patterns” of neural activity, but obtained without a particular metric for similarity among patterns.

3. **Redundancy**: From the inferred joint distribution $p(x)$ the authors compute the conditional marginal distributions $p(x^t_i = 1 \mid x^t_{\setminus i})$, where $x^t_{\setminus i}$ means all $x$ except $i$. They show that the state of individual neurons is highly predictable from the rest of the population, characterizing in this way the level of redundancy. This property would allow error correction.
Figure 2. The retina of a vertebrate animal is extracted and mounted on the Multi-Electrode array in order to obtain the extracellular potential of the retinal ganglion cells responding simultaneously to natural stimuli. A signal processing procedure called spike sorting leads to the detection of spikes of each cell. A binning procedure is applied to obtain binary patterns of activity, from which the average values of the observables are computed.

3.3. Resting State Networks in the Human Brain

As presented previously, the pairwise maximum entropy model (MEM) accurately describes firing patterns in the retinal ganglion cells [4,5], but additionally firing patterns and local field potentials (LFPs) in human cortical tissues in vitro [15] and large-scale firing patterns in the visual cortex of monkeys and cats in vivo [47,48]. These findings suggest the idea that the human brain activity patterns during rest may accurately be described by pairwise MEMs.

Here we discuss results reported in Ref. [49]. In this article, the authors study spontaneous brain activity (in the absence of a task, but awake) using functional magnetic resonance imaging (fMRI) data. This technique has revealed that different brain regions interact with each other during rest forming several resting-state networks (RSNs) [50]. The RSNs, including the default mode network (DMN) and the fronto-parietal network (FPN), are highly reproducible across different healthy individuals and are considered to underlie cognitive processes.

3.3.1. State Space

Blood Oxygen Level-Dependent (BOLD) signals are extracted from anatomically defined regions. They consider 12 regions for the DMN and 11 regions for the FPN and binarized data. To binarize, the authors choose a threshold meaning that, at each time step, if the BOLD signal is below the threshold is considered 0 (inactive) otherwise 1 (active) (see figure 3). The threshold is set to maximize the accuracy of fit of the maximum entropy distribution.
The authors consider two separate data sets, one for the DMN and one for the FPN. Each data set is a sequence of patterns of zeros and ones. The state space as in the case of retinal ganglion cells is \( \chi = \{0, 1\}^N \).

### 3.3.2. Observables and average values

The following is the list of observables and average values used in the article (see figure 3):

- \( \langle f_i(x) \rangle = \langle x^i \rangle \) activation rate of region \( i \), 12 for the DMN and 11 for the FPN.
- \( \langle f_{ij}(x) \rangle = \langle x^i x^j \rangle \) synchronous pairwise correlation between region \( i \) and region \( j \), for all pairs of regions of the DMN and FPN.

### 3.3.3. Inferred Information

The authors show that the pairwise MEM accurately characterize the statistical behavior of discretized BOLD signals in the human RSNs. Functional interactions (coupling parameters) from the pairwise MEM were similar to the anatomical connections. The authors show that the agreement between the estimated matrices of functional interactions and the anatomical connections is better than others methods such as 1) Pearson’s correlation coefficients, 2) Inverse Gaussian model, 3) Partial correlation, and 4) Mutual Information method. These findings suggest that the large-scale human brain networks of resting state can be accurately modeled by a synchronous pairwise model MEM.

**Figure 3.** Regions of interest in the brain (represented as circles) corresponding to the DMN and FPN are selected and their BOLD signals (continuous) are binarized. From the binary data the average values of observables are computed. The maximum entropy principle is used to find the least biased joint probability distribution consistent with data.

### 3.4. Plant communities relative abundance

For a long time, ecologist have tried to build models to estimate the relative abundance of species in a community [51]. This has been tried using different alternatives such as population biology approaches, and lately there has been more attempts using neutral theory [52]. One of the most successful approaches has been the one developed by Shipley et al. [53] using MEP to estimate relative abundance of species, predicting community assemblies even for a 3,000 square kilometer area with a pool of over 500 species [54]. This approach brought a substantial improvement in understanding...
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plant relative abundance, without considering explicitly in the model any biological or ecological process [55].

3.4.1. State Space

We present the approach used in [54]. Consider a community of plants in a landscape $A_0$ composed of a pool of $S_0$ species. Within that landscape we could have any combination of proportions of each species $i \in S_0$ given by $x^i$. The state space is:

$$\chi = \{ (x^1, x^2, \ldots, x^{\mid S_0 \mid}) \mid x^i \in [0, 1] \text{ and } \sum_{i=1}^{\mid S_0 \mid} x^i = 1 \}.$$

Properly defining the species pool is a crucial step as determine the state space.

3.4.2. Observables

The observables are the traits and represent features such as: diameter at breast height, whole plant height, leaf area per leaf dry mass and seed mass among others.

From a restricted area $A_0$ traits are measured from all the plants found without identifying the plants. The average values of the observables (traits) are the constraints of the maximum entropy problem. The optimal proportion consistent with the observed data is found using the MEP and known databases where average traits are available for several plant (see figure 4). Currently in the Botanical Information and Ecology Network (BIEN) database there are 53 traits that can be extracted for a large number of plant species, and if one of the traits is not available for the species level it can be inferred as the mean of the next available phylogenetic level (e.g. genus, family) [56]. There are also over 17 million of plot observations where every plant has been recorded in a given area, thus there is a big database with more than 485 thousand species to test this method.

![Figure 4](image)

**Figure 4.** A) From a large datasets where several plant species have their recorded mean trait value, we extract B) a reduced database with the possible plant species present in $A_0$ (blue rows selected in A) and traits possible to be measured (blue columns selected in A). C) Then traits are measured in the field for all possible plants without specifying the species. The average values of these traits are the constraints for the maximum entropy problem of finding an estimate for the proportion of each plant species in $A_0$. 
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3.4.3. Inferred Information

The results of this model successfully predict the relative abundance of plant species along the landscape and through time [53]. This prediction is extremely useful in ecology. The MEP outperforms alternative methods such as population dynamics.

3.5. Macroecology and biodiversity

Macro-ecology is a field of ecology that studies ecosystems at a global scale looking for universal patterns and relationships. The objects of study are species/area relationship, species abundance distributions among others [57]. The MEP provides the theoretical framework for unifying and study community patterns of macro-ecology through four variables which are assumed to be known: number of species $S_0$, number of individuals $N_0$, total metabolic rate $E_0$, and the total area $A_0$. Here we present the Maximum Entropy Theory of Ecology (METE) introduced in chapter 7 of the book [58], and discussed in [59–61], but using our notation and approach.

3.5.1. State Space

One of the main problems stated by METE is to estimate the probability that a species picked at random in a chosen area $A_0$, belongs to a species that has a total population of $n$ and with metabolic rate $\epsilon$, given that in that area in known that there is a pool of $S_0$ species, $N_0$ total individuals and a total metabolic rate of $E_0$. This probability is denoted by:

$$p(n, \epsilon | A_0, S_0, N_0, E_0)$$

(3)

$p$ is a mixed discrete distribution over $n$ (discrete number of individuals) and continuous over $\epsilon$ (real valued metabolic rates). The state space is the product space between the abundance of each species and the total metabolic rate of each of them. Mathematically in our notation $\chi = N \times \mathbb{R}_+$

3.5.2. Observables

The observables are the abundance per species $n$, whose average is estimated by the fraction $\frac{N_0}{S_0}$ where numerator and denominator are assumed to be known, and $\epsilon n e$ the total metabolic rate of the individuals within the species, whose average over species of the is $\frac{E_0}{S_0}$, again both quantities are assumed to be known (these quantities can be extracted or estimated from databases). Both average values serve as the constraints of the MEM:

$$\sum_{n=1}^{N_0} \int_{\epsilon=1}^{E_0} n \cdot p(n, \epsilon | A_0, S_0, N_0, E_0) \, d\epsilon = E[p[n]] = \frac{N_0}{S_0}$$

(4)

$$\sum_{n=1}^{N_0} \int_{\epsilon=1}^{E_0} n \cdot \epsilon \cdot p(n, \epsilon | A_0, S_0, N_0, E_0) \, d\epsilon = E[p[\epsilon n e]] = \frac{E_0}{S_0}.$$ 

(5)

3.5.3. Inferred Information

Once the joint probability distribution $p$ (3) is fitted by the MEP, many ecological relationships can be derived. For instance, one can obtain the marginal distributions. Integrating over $\epsilon$, the species-abundance distribution is obtained (usually denoted by $\phi(n_0 | A_0, S_0, N_0)$.) Summing over $n$, the metabolic rate distribution over all individuals is obtained (usually denoted by $\psi(\epsilon | A_0, S_0, N_0, E_0)$).

Similarly, the Species-Area relationship, Endemics-Area relationship among other key features in macro-ecology can be derived [62]. Recently this methodology has been used to estimate $p$ using data from 60 different forest communities, with more than 2000 species, and it was proven to successfully explain both the Species-Area relationship, and the Individual-Size distribution [63].
Figure 5. A) Database with the species, their counts and the mass of that species for a given area $A_0$. From here the quantities used to compute the average value of the observables $S_0$ and $N_0$ are obtained. B) Using the metabolic theory the metabolic rate (MR) of each species are estimated. The quantity $E_0$ is computed from the standardized metabolic rate (SMR), which is obtained dividing all the MRs the the minimum MR. C) The Species-abundance distribution $\phi(n_0|A_0,S_0,N_0)$ is computed from the joint maximum entropy distribution and a graph of rank versus abundance is plotted. D) The metabolic rate distribution over all individuals is obtained $\psi(\epsilon|A_0,S_0,N_0,E_0)$. A graph of rank versus metabolic rate is shown. Images C) and D) were obtained from the maximum entropy distributions fitted to data available in the R package meteR [64].

3.6. Humans interactions in the US Supreme Court

In Ref. [65] the authors considered the voting on the Supreme Court of the United States (SCOTUS), which is the highest court in the US government. The article show that the structure of coalitions among multiple justices can be studied using a pairwise maximum entropy model. Moreover, is shown that a maximum entropy distribution provide surprisingly accurate descriptions of collective behavior of voting patterns.

3.6.1. State Space

The data consist of $N = 9$ justices who vote on the constitutionality of legislative and executive actions. The article consider data from second Rehnquist Court (1994-2004, 895 votes) in a period of time during which the membership stays constant. The Court issues majority and minority opinions, and these can be supplemented with other opinions; although opinions can be nuanced, each justice casts a yes ($x^i = +1$) or no ($x^i = -1$) vote, and the majority of votes decides the fate of each case. The state of the whole system can be represented by $x = (x^1, \ldots, x^9)$. The state space of each variable is $\chi^i = \{-1, 1\}$ and the state space of the whole system $\chi = \chi^1 \times \chi^2 \times \cdots \times \chi^9$. 
3.6.2. Observables

The model only considers pairwise correlations between the nine variables \( C_{ij} = \langle x^i x^j \rangle \) (see Figure 6). These correlations are the restrictions of the maximum entropy problem. The maximum entropy distribution that is consistent with the observed pairwise correlations among justices’ votes is equivalent to an Ising spin glass with energy function \( \mathcal{H}(x) = \frac{1}{2} \sum_{i \neq j} J_{ij} x^i x^j \).

\[ C_{ij} = \langle x^i x^j \rangle \]

Figure 6. A) Interacting random variables \( x^i \) representing votes of the nine justices. B) Correlation matrix between random variables \( x^i \) and \( x^j \) measured directly from data. C) Interaction matrix computed from the maximum entropy principle.

3.6.3. Inferred Information

The MEM predicts the joint distribution over voting patterns \( p(x) \) and can be tested in various ways. For example, the probability that the vote is split \( (k, 9 - k) \), with \( k = \lfloor 5, 9 \rfloor \) votes for the majority, can be computed from data and predicted from the model. The article reports small quantitative discrepancies. Additionally, probability versus energy and mutual information are measured from data and compared with the predictions of the model.

The MEM shows that voting patterns are organized in an energy landscape that is equivalent to an Ising spin glass. This simple model correctly predicts the extent to which each justice is correlated with the majority. A basic question about the dynamics of a court concerns the influence that individual justices have on the majority decision. This dynamics can be inferred from the MEM. It can be observed that a strong tendency toward unanimity emerges from the inferred probability model.

This investigation shows that the competition between unanimity and ideological division emerge from interactions among the justices in the same way that, magnetism emerges from interaction among spins.

4. Discussion

In the previous sections, we outline the fundamental ideas behind the MEP and explored how it can be used to analyze experimental data across different biological scales, ranging from the amino-acids up to macroscopic social scenarios. Key features that all these scenarios share are the underlying randomness in biological phenomena, which make the probabilistic approach appropriate, and the fact that it is impossible to sample the whole state space from experimental data, therefore modeling and statistical inference becomes necessary.
### Scenario State space Observables and average values

<table>
<thead>
<tr>
<th>Scenario</th>
<th>State space</th>
<th>Observables and average values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amino acids in proteins</td>
<td>(\mathbb{0,1}^L)</td>
<td>Average amino acid occurrence on a given site and average co-occurrences of amino acids on site-pairs</td>
</tr>
<tr>
<td>Retinal ganglion cells</td>
<td>(\mathbb{0,1}^N)</td>
<td>Firing rates and pairwise correlations</td>
</tr>
<tr>
<td>Whole brain networks</td>
<td>(\mathbb{0,1}^N)</td>
<td>Activation rates and pairwise correlations</td>
</tr>
<tr>
<td>Plant communities</td>
<td>(\mathbb{0,1}^{S_0})</td>
<td>Average value of traits</td>
</tr>
<tr>
<td>Macroecologic biodiversity</td>
<td>(\mathbb{N \times \mathbb{R}^+})</td>
<td>Average abundance per species and average over species of the total metabolic rate of the individuals within the species.</td>
</tr>
<tr>
<td>US Supreme Court</td>
<td>((-1,1)^9)</td>
<td>Pairwise correlations</td>
</tr>
</tbody>
</table>

#### 4.1. Lessons from the case studies

Let us summarize some key takeaway messages from the comparative studies presented in section 3.

- **The MEP can be applied in very heterogeneous systems.** From the considered case studies, some observables are directly related to causal/mechanistic interactions, while others do not. Moreover, the averages of these observables are in some cases temporal, while in other cases are spatial. The fact that the same formalism can be adapted to such different systems highlights the flexibility of the MEP approach.

- **It is highly non-trivial to choose the right state space and observables.** While different applications of the MEP do not require conceptual changes to the basic method, the results rely entirely on the definition of state variables and observables, which are both determined by the modeler. For this reason, the researcher needs to double-check that these choices are adequate, i.e., if the model is capable to predict average values of observables not included in the MEP to fit the data, and if the model address the questions that one would like to ask. It is important not to lose perspective on this as the MEP is a concave maximization problem which will always find a solution, whether is meaningful or not is the real issue.

- **Correlations versus interactions.** It is important to note that the MEP make a strong distinction between interactions and correlations. Indeed, correlations are statistical dependencies between variables, while interactions are the local rules of the system (defined in the energy function) from which correlations and collective phenomena emerge. Importantly, it has been shown that the interactions give a more useful account of the physical topology of some system than correlations. Examples of this include structural connectivity \([49,66]\), and contacts between proteins sites \([40]\).

#### 4.2. Final remarks

The MEP is an attractive approach that fits well the needs of our Big Data era, where information abounds but knowledge about general principles and mechanical rules behind it are scarce. Indeed, biology is a “data-rich but theory poor” field (at least in comparison with physics), which makes the MEP so well suited for it needs. Modern approaches work without even trying to characterize the underlying mechanistic structure ruling the systems. The MEP approach is gathering momentum as Big Data becomes ubiquitous in experimental biology at all scales. Big data obtained experimentally can be accurately characterized by statistical models using a small set of coefficients as shown in the examples, and new data can be predicted with a given degree of accuracy on the basis of the older one.

We believe that the role of the MEP in biology is to make sense of this complexity, derive general properties of living systems based on the interactions, provide insight into how such systems behave collectively. It is our hope that this article might contribute to developing a deeper understanding of the MEP across multiple biological scales, which in turn might help to enable new applications in the future.
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Abbreviations

The following abbreviations are used in this manuscript:

- MEP: Maximum entropy principle.
- MEM: Maximum entropy model.
- DNA: Deoxyribonucleic Acid.
- MSA: Multiple sequence alignment.
- LFP: Local field potential.
- fMRI: Functional magnetic resonance imaging.
- BOLD: Blood Oxygen Level-Dependent signals.
- RSN: Resting state network.
- DMN: Default mode network.
- FPN: Fronto-parietal network.
- SCOTUS: Supreme Court of the United States.
- BIEN: Botanical Information and Ecology Network.

Symbol list

- \( x^k_t \): State of \( k \)-th variable at time \( t \).
- \( x^i \): State of \( i \)-th variable on \( x \).
- \( x \): Configuration of \( N \)-elements system.
- \( \chi^i \): State space of a random variable \( x^i \).
- \( \chi \): State space of a \( N \)-elements system.
- \( \mathbb{R} \): Set of real numbers.
- \( q[\cdot] \): Set of probability distributions that match \( \langle f^k \rangle \).
- \( p[\cdot] \): Probability distribution that maximizes entropy and match \( \langle f^k \rangle \).
- \( S[p] \): Entropy of the probability measure \( p \).
- \( K \): Number of observables.
- \( f^k \): Observable \( k \).
- \( \langle f^k \rangle \): Empirical average value of observable \( k \).
- \( E_q[f^k] \): Expected value of \( f^k \) respect to \( q \).
- \( \mathcal{M} \): Set of probability measures.
- \( \lambda_k \): Set of Lagrange multipliers.
- \( \mathcal{H} \): Energy function.
- \( Z \): Partition Function.

Appendix A. Solving the discrete maximum entropy problem with constraints via Lagrange multipliers

Finding the maximum entropy distribution given the average value of a set of observables is mathematically equivalent to finding the maximum of a concave functional (the entropy) in the space of probability distributions that satisfies the constraints set by the average values of the observables. This mathematical problem is solved analytically by using the method of Lagrange multipliers, as explained below.

Input:

\[ \langle f^k \rangle = c_k \text{ for } k \in \{1, \ldots, K\} \]
Output: 
\[ \{ p_1, p_2, \ldots, p_{|\chi|} \} \text{ s.t. } \sum_{i \in \chi} p_i = 1 \]

\[
\min_{x \in \mathcal{X}} \sum_q q(x) \log q(x)
\]

To solve this optimization problem (which is treated as the equivalent minimization problem) a common approach is to use a set of Lagrange multipliers \( \lambda \in \mathbb{R}^{K+1} \) one per constraint (\( K \) average values plus the normalization constraint), and build a function called Lagrangian:

\[
\mathcal{L} = \sum_{x \in \mathcal{X}} p(x) \log(x) - \lambda_0 \left( \sum_{i \in \chi} p_i \right) - \sum_{i \in \chi} p_i \sum_{k=1}^K \lambda_k f_k(a_i)
\]

\[
\frac{\partial \mathcal{L}}{\partial p_j} = \frac{\partial}{\partial p_j} \left[ p_j \ln p_j - \lambda_0 p_j - p_j \sum_{k=1}^K \lambda_k f_k(a_j) \right]
= \ln p_j + 1 - \lambda_0 - \sum_{k=1}^K \lambda_k f_k(a_j) = 0
\]

Solving the previous equation for \( p_j \) gives the following,

\[
p_j = \exp \left( \lambda_0 - 1 + \sum_{k=1}^K \lambda_k f_k(a_j) \right). \tag{A2}
\]

Now, fix \( \lambda_0 \) to get normalization,

\[
\sum_{j \in \mathcal{X}} p_j = \sum_{j \in \mathcal{X}} \exp \left( \lambda_0 - 1 + \sum_{k=1}^K \lambda_k f_k(a_j) \right)
= \exp (\lambda_0 - 1) \sum_{j \in \mathcal{X}} \exp \left( \sum_{k=1}^K \lambda_k f_k(a_j) \right) = 1
\]

Calling

\[
Z = \sum_{j} \exp \left( \sum_{k=1}^K \lambda_k f_k(a_j) \right) \rightarrow \exp (\lambda_0 - 1) = \frac{1}{Z},
\]

thus from (A2),

\[
p_j = \frac{\exp \left( \sum_{k=1}^K \lambda_k f_k(a_j) \right)}{Z},
\]

or

\[
p(x) = \frac{\exp \left( \sum_{k=1}^K \lambda_k f_k(x) \right)}{Z}.
\]

The term in the exponential is a linear combination of the observables and is called the energy function, it is denoted by \( \mathcal{H}(x) \), from which
In statistical mechanics the constant $Z$ is the partition function. Notice that the solution of the MEP is the canonical Boltzmann-Gibbs distribution. This last equation establish a bridge between information theory and statistical mechanics (canonical ensembles).

\[ p(x) = \frac{e^{H(x)}}{Z}. \] (A4)


