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Abstract

This paper shows how to optimize the physical proportions of a building so that it synchronizes ambient heat exchanges in a natural feedback cycle. The internal mass is thermally coupled with buoyancy ventilation; the cycle is driven by the daily swing of outdoor temperature. Integrating functions in this way—so that structural materials can reliably cool and power the ventilation for buildings—could help decarbonize the construction industry and provide an effective strategy for adapting to life-threatening heatwaves. Based on harmonic analysis, the method allows designers to thermally tune the form and mass of a building to meet chosen targets for temperature and ventilation in free-running mode. Once the optimal balance of exchange rates is known, design teams can proportionally adjust the building height and ventilation openings versus the surface area and thickness of an internal thermal mass. The possible permutations are infinite but parametrically constrained, allowing teams to fairly compare the functional and environmental credentials of different construction materials while they produce and evaluate preliminary options for organizing the exterior form and interior spaces of a building. An example study suggests that thin-shell structures of minimum weight, and even timber buildings, may be optimally tuned to produce ample ventilation and temperature attenuation.
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1. Introduction

What proportions should a thermally massive building have? How should the thermal mass be distributed? Should the "massing" change with the choice of material? Recent studies on termite air-conditioning—the outside temperature, swinging up and down, thermally activates the mound, powering the ventilation—suggest we still have much to learn [1–4].
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Builders have intuitively harnessed the heat storage capacity of stone, brick, and earth for millennia [5–7]. Since the middle of the 20th century, engineers have used mathematical analysis and computer models to simulate the dynamics of thermal mass [6, 8–11]. In the last three decades, building scientists have made increasingly accurate descriptions of temperature-driven ventilation, such as what happens when buoyant airflow and thermal mass are bound together by the ambient temperature swing in a natural feedback loop [12, 13]. How to synchronize these ambient heat exchanges is the focus of this paper. The analysis shows how to make optimal adjustments to the form, height, mass, and openings of a building, based on ratios that balance the accumulation of heat inside the mass with its later release by thermal venting.

Thermal mass is widely recognized as an opportunity for greater material integration between structural and thermal design [14]. In the next decade, building design teams may be forced to shrink and simplify the material inventories of their design proposals to meet strict limits on greenhouse gas emissions [15–17]. As well as using construction materials in smaller quantities and for longer lifetimes, the emphasis will be on finding intelligent ways of organizing, shaping, and upgrading these materials, so that ancillary building products and artificial climate control are less needed, and renovation, reuse, and recycling are more straightforward in later life-stages [18, 19]. The method outlined in this paper is meant to help design teams achieve this kind of material integration—within carbon limits and without sacrificing the physical and spatial qualities of the architecture, or overdetermining its possible uses in an uncertain future.

It may be some time before the industry establishes a consensus on how to accurately account for the carbon-dioxide emissions associated with construction. Efforts are underway to improve the quality of emissions data, make them widely and freely available, and to standardize the accounting and reporting procedures [20–22]. However, as one study recently highlighted [23], the discrepancy between results from different carbon accounting methods can be significant—larger, even, than the savings either method estimates for alternative design schemes. This scale of uncertainty is disabling for decision-makers. It seems to propagate in proportion to the number of components: the more complex the material assembly, the more difficult it is to get an accurate picture of the potential web of ecological upheaval. Reducing the material intensity of buildings could, therefore, result in a double dividend: real reductions in carbon-dioxide emissions, and more reliable predictions of these reductions.

In the construction industry, the materials supply chain is decentralized, and technical knowledge is distributed among independent, competing organizations [24]. At any moment in this complex and
unpredictable web of social relations (Figure 1), technical expertise is liable to fragment, forcing the
piecemeal resolution of technical concerns. Opportunities for integration across functional systems slip
by the wayside (Figure 2), increasing the complexity of the materials inventory. Engineering models
must do their work against the background of this shared context. The results of a model can help to
establish consensus and steer the activities of other project contributors and stakeholders. In the early
stages of design, architects develop a range of volumetric forms to facilitate discussion with project
contributors and stakeholders. These so-called "massing studies" do not need to be geometrically
detailed; their purpose is to help build consensus on which issues and ideas to prioritize and develop
further.

Figure 1: A construction project in its dynamic, social context (adapted from [24]). Firms A, B, and C have different
expertise. They must balance their resources competitively and simultaneously across several projects. Technical knowl-
edge is therefore distributed among loosely coupled communities. It can be organized according to any project but is
liable to fragment if social relations weaken or breakdown.
The parameters and ratios [26] presented in this paper can be used as a strategic model for thermal and material massing. The model is meant to help design teams [27, 28] produce and compare options in the preliminary stages, improving their ability to integrate technical systems and understand the associated environmental impacts. The ratios and parameters are not suitable as a forecasting model, i.e. to estimate future patterns of energy use and thermal comfort in absolute terms. Forecasting models require detailed input information: their prediction quality improves as design decisions settle and finalize. In contrast, a strategic model must establish what constitutes a well-performing design and show what the requisite balance of technical parameters are—but without predetermining the final design configuration. Strategic models are most effective when they are stripped down to their
essential relations so that the causal workings are transparent to all members of the project team and everyone can agree that the model is a suitable proxy for reality.

Experienced analysts may use a strategic model to frame the parameters of debate. For instance, they may treat the model as an opportunity to inform project stakeholders on recent research in adaptive comfort [29–43], advocating for natural ventilation principles to be incorporated into the schematic design. In such a case, the analyst may try to show the cumulative influence of passive design measures on the floating or free-running temperature; that is, how the interior temperature evolves without active thermostatic control. With the frequency and intensity of heatwaves increasing all over the world [44–46], the free-running temperature provides a basis for sizing cooling plants [47–49] but also indicates whether interior conditions will stay safely within physiological limits for heat-stress, particularly when there is a blackout or when occupants cannot afford to run or install mechanical cooling. Comparing the free-running temperature to thresholds for adaptive comfort and dangerous heat-stress can, therefore, indicate the thermal resilience of a proposed design [50–53].

Here is an example of one possible calculation flow using the method presented in subsequent sections. The design team decides on the free-running temperature (relative to the exterior swing of temperature), the rate of buoyancy ventilation (to satisfy the needs of occupants and their activities), the thermal massing material (which may serve a structural function, too), and the notional height of the building (which co-determines the potential energy for driving the buoyancy ventilation). The equations then give the optimum thickness and surface area of that material (operating as externally insulated thermal mass) and the necessary size of ventilation openings (i.e. the effective open area). The team can then evaluate a range of options that achieve the same performance but with different geometries and massing materials (and repeat the process with different inputs as necessary).

2. Previous work

Thermal mass refers to the ancient practice of configuring spaces and materials so that the materials passively store heat during the day then release it at night; as a result, the interior stays naturally cool in the hottest parts of the day [54–58]. Where to place thermal mass in the building envelope—the innermost layer? The outermost layer? Both?—is a recent concern. Modern life is increasingly spent indoors with technological accouterments that generate extra heat, while building envelopes are now composed of several material layers, each with specific functions to accommodate the need for insulation and air-tightness. The most direct way to absorb excess heat generated by interior activities
is to expose the mass on the innermost layer (i.e. so it is an "internal mass"). External insulation and shading then protect the mass from ambient heat and baking sunshine. However, the absorbed interior heat must somehow be discharged at night for the cooling effect to work the following day. This discharging can be done by ventilation.

Buoyancy ventilation, otherwise known as stack ventilation, refers to the practice of configuring spaces and openings so that the airflow is driven spontaneously by the temperature difference between inside and outside. In updraft mode, warm air rises and escapes out the top while cooler air floods in from below to replace the evacuating air. In downdraft mode, the cycle reverses: cooler air spills out from below and warmer air floods in from above. In recent years, there have been major advances in the engineering theory of buoyancy ventilation, otherwise known as the art of "emptying a filling box" [59–62]. Researchers have solved problems such as how to keep the emptying air from stratifying to save energy on colder days [63, 64], how to differentially size openings in a multistorey building according to the vertical pressure gradient [65, 66], and how the cooling from thermal mass or another source changes the flow to a downdraft [67–70].

Unlike stochastic wind forces, buoyancy forces can be balanced and harnessed in a stable and continuous feedback loop. Sustaining this loop in temperate weather is straightforward. Demand for ventilation exists when people are present: these people and their activities generate heat; this heat can power the ventilation; therefore, balance the temperature and flow rate by sizing the stack and adjusting the openings accordingly. The balancing act is not quite so simple in hot weather. Some cooling is needed to cancel the heat loads and to keep the interior below ambient temperature. Most or all of this cooling can come from thermal mass—so long as the ventilation and heat storage cycles are well synchronized.

2.1. Coupling mass and buoyancy

In 2003, Yam, Li, and Zheng [71] were the first to examine the non-linear coupling between an internal thermal mass and buoyancy ventilation. Yam et al. derived differential equations to describe this non-linear behavior and solved them numerically. The results showed a close-to-periodic variation of the interior temperature. This finding led them to conclude that harmonic analysis could reasonably represent the coupling, assuming an average heat transfer coefficient for the surface.

Inspired by this finding, Holford and Woods [12] undertook a thorough mathematical investigation of the coupling in 2007. They parameterized the relationships between diffusion through an internal mass, convection at its surface, and buoyancy ventilation, and described the relationships in terms of
dimensionless ratios. They then solved the differential equations numerically for a range of scenarios, assuming periodic (i.e. harmonic) variations in the ambient temperature. Using the same parameters, they then built an approximate lumped model, and systematically compared the results of this approximate model to the more detailed numerical version—and found good agreement. Significantly, their lumped model is discretized into four interacting temperature signals—the exterior temperature, the interior temperature, the surface temperature of the internal mass, and the lumped temperature of the mass (Figure 3). The ability to accurately estimate the coupled surface and interior temperature—using analytical shortcuts—represented a significant advance in the thermal mass literature.

\[
\Omega = \frac{\omega \rho cl_l}{h\lambda} \quad F = \frac{Q \rho_i c_i}{S h}
\]

Figure 3: The natural feedback loop between internal thermal mass and buoyancy ventilation, as parameterized by Holford & Woods [12]

In 2008, unaware of the work of Holford and Woods, Zhou et al. [72] added to the work of Yam et al. (Li was a common co-author) by outlining a method to solve for the interior surface temperature, based on harmonic analysis. Their approach also considered periodic losses and gains from exterior insulation (both Yam et al. and Holford and Woods had assumed adiabatic boundary conditions, i.e. perfect insulation). In 2011, interested in the effects of massive floors, ceilings, and furniture, Zhou et al. [73] showed how to bundle the buffering effects of different pieces of thermal mass into a ’virtual sphere’, posing the question: why relegate thermal mass to the envelope at all?
In 2009, Lishman and Woods [13] characterized thresholds for how natural ventilation behaves in thermally massive buildings. These thresholds depend on the unsteady balance between buoyancy forces, wind forces, interior heating, and heat storage. They found that the balance of these forces plays out on short and long time-scales, making for a surprising range of possible evolutionary paths and final flow regimes. For instance, if the interior heat load suddenly changes, the regime may rapidly switch from wind-driven to buoyancy-driven flow, only to switch back hours later once the thermal mass adjusts to the changes. Understanding these path-dependencies is important, so that they can be strategically avoided or harnessed by design.

In 2012, unaware of the work of Lishman and Woods (but citing other important works, e.g. [74–76]), Faure and Roux [77] analyzed the short and long term effects that thermal mass has on natural displacement ventilation, focusing on features such as the stratification height and how this interface buoys or "overshoots" before settling to steady-state. In 2016, Yang and Guo [78] analyzed the coupling between internal mass and buoyancy ventilation using Fourier components at multiple frequencies, to understand the temperature evolution of the system when driven by more realistic ambient conditions—that is, an exterior temperature signal which is not quite sinusoidal. Comparing their predictions to data from a small physical experiment, they confirmed that these more realistic excitations produced ventilation flow rates that are anharmonic (but which are nevertheless predictable with Fourier analysis).

In 2018, Bastien and Athienitis [79, 80] gave a skilled demonstration of how to design thermal mass inside greenhouses and solaria. They did some parametric design studies using the frequency response method (combining Laplace transforms and Fourier analysis), then followed this up with detailed annual simulations using the finite-difference method. The parametric studies allowed them to compare different approaches to optimizing the thermal mass thickness, arguing that the best approach for solaria was to control the delay between when the mass absorbs most sunshine and when it releases this heat.

Lots of research has been published in the thermal mass literature since the turn of the century, especially for efficient methods to simulate thermal mass in arbitrary configurations [9, 10, 81–89]. However, it seems that very little of this new knowledge has been distilled into design parameters and ratios to help architects and planners to proportion thermal mass buildings properly—particularly in light of the material integration and cooling challenges posed by climate change. Of all the studies on thermal mass, the work by Holford and Woods seems to be the most promising as a basis for the
necessary design guidance.

2.2. The Holford and Woods model

Figure 3 describes the feedback loop between thermal mass and buoyancy ventilation, as modelled and parameterized by Holford and Woods [12]. The parameters $F$ and $\Omega$ are dimensionless numbers (i.e. they are ratios without units). They control the relative heat exchange between ventilation and thermal mass, respectively. When $F \sim \Omega \sim 1$, the heat exchange between the ventilation and the thermal mass is balanced. When $\Omega >> F$, the thermal mass dominates—the interior temperature is highly damped, and the air changes are relatively low. When $F >> \Omega$, the ventilation dominates—the air changes are relatively high, and the thermal mass hardly affects the interior temperature.

The two ends of the casual chain in Figure 3 are unconnected, and this highlights one of the most significant simplifications in the Holford and Woods model. The model assumes an internal mass, meaning there is no heat transfer at the outer face. There mass is indirectly connected to the external environment, via the interior air. These adiabatic boundary conditions are equivalent to perfect exterior insulation, or adjacent spaces with perfectly replicated thermal conditions.

Figure 4 shows the influence of $F$ and $\Omega$ on the interior, surface, and mass temperatures during a 24-hour cycle. The temperature signals are normalized, so they are relative to maximum 1 and minimum -1 while the time is expressed in radians. The outside temperature varies periodically:

$$T_e(t) = T_0 + \Delta T \cos(\omega t)$$ (2.1)

Where $T_0$ is the mean daily temperature, $T_0 = (T_{\text{min}} - T_{\text{max}})/2$, $\Delta T$ is the temperature increment above the mean, $\Delta T = |T_{\text{max}} - T_0|$, and $\omega$ is the angular frequency, $\omega = 2\pi/86400$. The dimensionless time and temperature are, respectively:

$$\tau = \omega t$$ (2.2)

$$\theta = \frac{(T - T_0)}{\Delta T}$$ (2.3)

The four temperatures in the system are defined as follows. The exterior temperature:

$$\theta_e = \cos(\tau)$$ (2.4)

The interior temperature (assuming perfectly mixed air):

$$\theta_i = \frac{\cos(\tau - \Phi_i)}{A_i}$$ (2.5)
Figure 4: The influence of the ventilation parameter $F$ and the massing parameter $\Omega$ on the relative floating temperatures, $\theta_i$, $\theta_s$, $\theta_m$ (i.e. interior, surface, mass), driven by cyclic changes in the external temperature $\theta_e$ over a period of $2\pi = 24$ hours, after Holford & Woods [12]. The surface temperature delay of the thermal mass is arbitrarily fixed at $\lambda = 0.75$ in all graphs.
The surface of the thermal mass facing the interior:

\[ \theta_s = \frac{\cos(\tau - \Phi_s)}{A_s} \]  
(2.6)

And the temperature of the thermal mass:

\[ \theta_m = \frac{\cos(\tau - \Phi_m)}{A_m} \]  
(2.7)

The thermal mass is modelled as a lumped mass, meaning that, unlike a real mass, there are no

temperature gradients inside it. A lumped mass has a single evolving temperature that represents the
equivalent work of a real mass. The lumped mass temperature signal is close to, but not the same as,
the average temperature of a real mass.

To plot the temperature signals, one needs to know the attenuation \((A)\) and the phase lag \((\Phi)\). The
reciprocal of the attenuation \((1/A)\) is the peak temperature, relative to \(\theta_e = 1\). The phase lag is the
time delay of the peak temperature, relative to \(\tau = 0\). The attenuation for the interior temperature
is:

\[ A_i = \frac{A_m}{\sqrt{1 + \Omega^2}} \]  
(2.8)

The attenuation for the surface temperature is:

\[ A_s = \frac{A_m}{\sqrt{1 + \Omega^2(1 - \lambda)^2}} \]  
(2.9)

And the attenuation for the mass temperature is:

\[ A_m = \frac{1}{\cos(\Phi_m)} \]  
(2.10)

The parameters \(\lambda\) and \(\Omega\) will be defined shortly. The phase lag of the interior temperature is:

\[ \Phi_i = \Phi_m - \tan^{-1}(\Omega) \]  
(2.11)

The phase lag of the surface temperature is:

\[ \Phi_s = \Phi_m - \tan^{-1}((1 - \lambda)\Omega) \]  
(2.12)

Algebraic substitution reveals that the temperature definitions all include \(\Phi_m\):

\[ \theta_i = \sqrt{1 + \Omega^2} \cos(\Phi_m) \cos(\tau - \Phi_m + \tan^{-1}(\Omega)) \]  
(2.13)

\[ \theta_s = \sqrt{1 + (1 - \lambda)^2 \Omega^2} \cos(\Phi_m) \cos(\tau - \Phi_m + \tan^{-1}((1 - \lambda)\Omega)) \]  
(2.14)
\[ \theta_m = \cos(\Phi_m) \cos(\tau - \Phi_m) \] 

(2.15)

How to solve for the mass phase lag, \( \Phi_m \)? The first option is to numerically solve the differential equations that define their lumped parameter model:

\[ \Omega \frac{d\theta}{d\tau} = \theta_i - \theta_m \]

\[ 0 = \lambda(\theta_m - \theta_i) + F(\theta_e - \theta_i) |\theta_e - \theta_i|^{1/2} \]

(2.16)

Alternatively, Holford and Woods found two shortcuts for estimating \( \Phi_m \):

\[ \left( \frac{\tan(\Phi_m) - 1}{\Omega} \right)^6 = \left( \frac{\lambda^2}{\Omega F^2} \right)^2 \left( 1 + \frac{1}{\Omega^2} \right) (1 + \tan^2(\Phi_m)) \] 

(2.17)

\[ \frac{\tan(\Phi_m)}{\Omega} = 1 + 1.07 \left( \frac{\lambda^2}{\Omega F^2} \right)^{1/3} \] 

(2.18)

They compared the accuracy of Equation (2.16), Equation (2.17), and Equation (2.18) against a full numerical model (which represented diffusion through the mass with finite-differences and which allowed the ventilation to vary non-linearly). They found that Equation (2.16) and Equation (2.17) stay accurate to within 0.1% and 1%, respectively, across parameter space—even for very extreme scenarios (e.g. when a very thick mass combines with a very high rate of ventilation, leading the surface temperature to stray far from the mass temperature). Equation (2.18) is less consistent; it is only reasonably accurate for balanced scenarios.

Since \( \Phi_m \) is determined by parameters \( \Omega \), \( \lambda \), and \( F \), these three parameters alone control the entire system. The massing parameter \( \Omega \) is defined as:

\[ \Omega = \frac{\xi(\cosh(2\eta) - \cos(2\eta)) + \eta(\sinh(\eta) - \sin(2\eta))}{\eta(\sinh(2\eta) + \sin(2\eta))} \] 

(2.19)

Where \( \xi \) is the potential rate of heat storage compared to the rate of surface heat transfer:

\[ \xi = \frac{\omega \rho c l}{h} \] 

(2.20)

And \( l \) is the thickness of the mass, \( \rho c \) is the volumetric heat capacity of the mass material, and \( h \) is the surface heat transfer coefficient. The parameter \( \eta \) is the ratio of the layer thickness to the depth of thermal penetration:

\[ \eta = l \sqrt{\frac{\omega}{2\alpha}} \] 

(2.21)
Where $\alpha$ is the thermal diffusivity of the mass material. The massing parameter can also be written as:

$$\Omega = \frac{\xi l_r}{\lambda} = \frac{\omega \rho c l l_r}{h \lambda} \tag{2.22}$$

Where $l_r$ is the fraction of material thickness needed for the lumped mass to do the equivalent work of the real mass:

$$l_r = \frac{(\cosh(2\eta) - \cos(2\eta))}{\eta (\sinh(2\eta) + \sin(2\eta))} \tag{2.23}$$

And $\lambda$ is a factor which, by approximating the temperature gradients inside the mass, determines the surface temperature:

$$\lambda = \frac{1}{1 + \frac{\eta (\sinh(2\eta) - \sin(2\eta))}{\xi (\cosh(2\eta) - \cos(2\eta))}} \tag{2.24}$$

This surface temperature factor ranges between $0 < \lambda < 1$. When $\lambda = 1$, there are no temperature gradients inside the mass, so $\theta_s = \theta_m$. When $\lambda \to 0$, the surface temperature strays further and further away from the mass temperature; as a result, the mass stores heat less and less efficiently.

Finally, we can define the ventilation heat exchange parameter, which compares the ventilation heat exchange to the surface heat exchange at the surface:

$$F = \frac{Q \rho_i c_i}{S h} \tag{2.25}$$

Where $\rho_i c_i$ is the volumetric heat capacity of air, $S$ is the surface area of mass exposed to the interior air, and the rate of ventilation, $Q$, is:

$$Q = A^* \sqrt{\beta g H |T_e - T_i|} \tag{2.26}$$

Where $A^*$ is the effective area of ventilation openings (see [90]), $\beta$ is the thermal expansion coefficient of air, and $H$ is the stack height. The rate of ventilation, powered by buoyancy, depends on the interior temperature—which in turn depends on the rate of ventilation (c.f Figure 3). Holford and Woods suggest setting $|T_e - T_i| = \Delta T$ in Equation (2.26) to obtain a reference ventilation rate. Alternatively, we define an average ventilation rate, based on the normalized mean temperature difference:

$$Q = A^* \sqrt{\beta g H \Delta T |\theta_e - \theta_i|_{mean}} \tag{2.27}$$

According to the integral mean value theorem, the mean temperature difference is:

$$|\theta_e - \theta_i|_{mean} = \frac{1}{b - a} \int_a^b |\theta_e - \theta_i| \, d\tau \tag{2.28}$$
Where \( b = \Phi_m - \pi \) and \( a = \Phi_m \) mark the beginning and end of half a cycle. Substituting equations 
Equation (2.4) and Equation (2.13) and completing the integration gives:
\[
|\theta_e - \theta_i|_{mean} = \frac{-2 \Omega \cos(\Phi_m) + 2 \sin(\Phi_m)}{\pi} \quad (2.29)
\]

3. Analysis

§2 identified the work of Holford and Woods [12] as a promising basis for design guidance on how 
to proportion thermally-massive buildings. Using their parameterization, this section finds a new way 
to optimally synchronize the coupling of internal thermal mass and buoyancy ventilation.

3.1. The optimal tuning

The Holford and Woods model (c.f. §2.2) describes the coupling between internal thermal mass 
and buoyancy ventilation. This coupling is controlled by two non-dimensional parameters: \( F/\lambda \) (the 
ratio of ventilation heat transfer to surface heat transfer) and \( \Omega \) (the ratio of thermal storage to surface 
heat transfer). This section defines two optimal tunings for \( F/\lambda \) and \( \Omega \). The two optimal tunings are 
associated with different damping coefficients, defined graphically in Figure 5

The first damping coefficient is the maximum difference between the interior and exterior temper-
ature in a given cycle, \( |\theta_e - \theta_i|_{peak} \). Let us call it the peak venting temperature difference, since it is 
the moment of maximum buoyancy ventilation. It occurs twice in a 24-hour cycle, but when exactly?
As indicated in figures 4 and 5, all temperatures in the system converge at time \( \tau = \Phi_m \). When 
this happens, the buoyancy ventilation momentarily ceases before switching direction from a daytime 
downdraft to a nocturnal updraft. If the minimum venting temperature difference occurs at time 
\( \tau = \Phi_m \), it follows that the peak venting temperature difference occurs midway through a half-cycle 
at time \( \tau = \Phi_m - \pi/2 \). Subtracting equation 2.12 from 2.4 and substituting the definition for \( \tau \) gives:
\[
|\theta_e - \theta_i|_{peak} = -\Omega \cos(\Phi_m) + \sin(\Phi_m) \quad (3.1)
\]

Now is necessary to substitute a definition for \( \Phi_m \). As discussed in §2.3, Equation (2.18) is less ac-
curate than Equation (2.17), but it does have the advantage of not needing to be solved iteratively.
Moreover, recall from §1 that strategic comparisons, not absolute forecasts, are the focus of this paper.
Substituting Equation (2.18) gives:
\[
|\theta_e - \theta_i|_{peak} = \frac{1.07 \left( \frac{\lambda^2}{F^2 \Omega} \right)^{1/3} \Omega}{\sqrt{1 + \left( \Omega + 1.07 \frac{\lambda^2}{F^2 \Omega} \right)^{1/3}}} \quad (3.2)
\]
Figure 5: The definition of two damping coefficients: the peak venting temperature difference, which is shown in blue and occurs at time $\tau = \Phi_m - \pi/2$, and the attenuating temperature difference, $1 - 1/A_i$, which is shown in red and occurs at time $\tau = \Phi_i$. The graphs show the influence of $F$ and $\Omega$ on both kinds of damping coefficient. The surface temperature delay of the thermal mass is arbitrarily fixed at $\lambda = 0.75$ in all graphs.
Figure 6 shows a contour plot of the peak venting temperature difference as a function of $F/\lambda$ and $\Omega$. Notice how, for every increment of $|\theta_e - \theta_i|_{\text{peak}}$, there is an optimal pairing of $\Omega$ and $F/\lambda$. This ideal tuning is defined by the curve:

$$(F/\lambda)_{\text{max}} = \sec{(1.07\Omega^{4/3})} - 1 \quad (3.3)$$

Optimal design values can be found by solving Equation (3.2) and Equation (3.3) simultaneously. To do this, one needs to consider $F/\lambda$ as a single variable in Equation (3.2) (i.e. so that $(\frac{\lambda^2}{F^2 \Omega}) = (\frac{1}{a^2 \Omega})$), where $a = F/\lambda$. The independent values for $F$ and $\lambda$ can be found later. For instance, solving Equation (3.2) and Equation (3.3) tells us that to optimize for $|\theta_e - \theta_i|_{\text{peak}} = 0.5$, one should design the thermal mass such that $\Omega = 0.94$; this will maximize the $F/\lambda$ parameter such that $F/\lambda = 0.83$.

Now recall that $\lambda$ predicts the surface temperature delay due to temperature gradients inside the mass, and depends on the choice of the material. If calculations for one material show that $\lambda = 0.9$, then $F = 0.83 \times 0.9 = 0.747$ (see §4.1 for a more detailed example).

In this way, one can evaluate the effect of the thermal properties of materials fairly. All material masses can be sized to achieve the same optimal value for the massing parameter $\Omega$—it is just a matter of finding the correct thickness. However, because of differences in thermal properties, different material masses can’t have the same values for both $\Omega$ and $\lambda$. The differences in $\lambda$ manifest as differences in surface temperature, and the surface temperature regulates the power of buoyancy ventilation. Therefore, everything else being equal, materials with a lower $\lambda$ are less efficient as thermal mass because they produce less ventilation.

Figure 5 defines a second damping coefficient, which occurs at time $\tau = \Phi_i$. Let us call it the *attenuating temperature difference*:

$$1 - \frac{1}{A_i} = 1 - \sqrt{1 + \Omega^2} \cos(\Phi_m) \quad (3.4)$$

Substituting equation 2.11 gives:

$$1 - \frac{1}{A_i} = 1 - \frac{\sqrt{1 + \Omega^2}}{\sqrt{\left(1 + \Omega + 1.07 \left(\frac{\lambda^2}{F^2 \Omega}\right)^{1/3} \Omega\right)^2}} \quad (3.5)$$

Figure 7 shows a contour plot of the attenuating temperature difference as a function of $F/\lambda$ and $\Omega$. Once more, notice how, for every temperature increment, there is an optimal value of $\Omega$ for which $F/\lambda$ is maximized. This ideal tuning is defined by the curve:

$$(F/\lambda)_{\text{max}} = \tan\left(\frac{1.07}{2}\Omega^{4/3}\right) - 1 \quad (3.6)$$
Like before, optimal design values can be found by solving Equation (3.5) and Equation (3.6) simultaneously. For instance, to achieve $1 - 1/A_i = 0.5$, one should design the thermal mass such that $\Omega = 1.62$; this will maximize the ventilation parameter such that $F/\lambda = 0.61$.

Notice that the optimal values for both damping coefficients are quite similar. The attenuating temperature difference is associated with slightly larger values for optimal $\Omega$ and slightly smaller values for maximum $F/\lambda$. These small differences in the ideal tuning can have a large impact on the physical dimensions of the architecture, as the massing studies of §4 will show.

### 3.2. Surface heat transfer

The previous subsection described how to optimize thermal mass and natural ventilation in a feedback cycle, by finding ideal pairs $F/\lambda$ and $\Omega$ to synchronize the coupled heat exchanges. §4 explores the implications of these ideal proportions for sizing buildings and choosing materials. However, before doing this, a fair estimate of the surface heat transfer coefficient, $h$, is essential, as both $F/\lambda$ and $\Omega$...
Figure 7: Contour plots of the attenuating temperature difference $1 - 1/A_i$. The blue curve locates the optimal pairings of $\Omega$ and $F/\lambda$ depend on it.

At the surface of an internal mass, sensible heat exchange occurs by convection and radiation. The rate of convection determines the strength of coupling between the thermal mass and buoyancy ventilation. Any radiation heat transfer has an indirect, but consequential, influence on this coupling.

Surface convection inside rooms can be driven naturally by surface temperatures, forcibly by nearby air flows, or by a mixture of natural and forced convection. Forced convection on an interior surface may be a consequence of breeze from fans, vents, and open windows, plumes from warm people and equipment, or a larger circulation pattern powered by buoyancy inside the space. In this paper, natural convection is the focus. Unlike forced convection, natural convection is guaranteed to happen in the thermal feedback cycle described in this paper, and will do so in synchronization with the temperature evolution of the system. If there is a particular scenario in which forced convection may be significant, its influence on the baseline natural convection can be estimated by consulting the correlations in
The heat transfer coefficient for natural convection varies according to the interaction between thermal and gravitational forces (Figure 8). The heat transfer coefficient is smallest when the orientation of the surface ($\gamma \rightarrow 180^\circ$) impedes warm air from rising or cool air from falling. In other orientations, the heat transfer coefficient is larger. Turbulence ensues when viscous forces no longer dominate, and the boundary layer de-laminates from the surface.

Figure 8 was computed using an algorithm recommended by Raithby and Hollands (see [95, 96]).
The algorithm evaluates five empirical correlations for the heat transfer coefficient: a pair of correlations for surfaces at inclination $\gamma = 0^\circ$ (one for laminar flow, one for turbulent flow); a pair for surfaces at inclination $\gamma = 90^\circ$ (laminar and turbulent); and one for surfaces at inclination $\gamma = 180^\circ$ (gravity keeps the flow practically quiescent in this case). For intermediate angles (e.g. $\gamma = 77^\circ$), some other equations combine results from two reference angles (e.g. $\gamma = 0^\circ$ and $\gamma = 90^\circ$) after balancing their weights asymptotically. The five empirical correlations are not shown here. However, with some minor exceptions, they all take the general form:

$$Nu = \frac{h_c k}{L} = m Ra^n$$ (3.7)

Where $Nu$ is the Nusselt number, $h_c$ is the average heat transfer coefficient for natural convection, $k$ is the thermal conductivity of the fluid (in this case, air), $L$ is the characteristic length of the surface (e.g. the ratio of the area to the perimeter), $n$ is a fraction less than 1 (usually 1/4 or 1/3), $m$ is an empirically derived constant, and $Ra$ is the Rayleigh number:

$$Ra = \frac{g \beta L^3 (T_s - T_i)}{\nu \alpha}$$ (3.8)

Where $\nu$ and $\alpha$ are the viscosity and the thermal diffusivity of the air, respectively. While conducting the calculations, the influence of the characteristic length ($L$) was evidently weak for panel sizes bigger than approximately 1 by 1 meter. Mathematically speaking, the weakening influence of $L$ is because the exponent $n$ in Equation (3.7) asymptotically levels out the influence of the Rayleigh number (even though $Ra \propto L^3$). Physically speaking, air is not very viscous: on a large surface, the natural convection boundary layer soon reaches full turbulence, even if powered by a small temperature difference. Therefore, Figure 8 (which assumes a surface of 3 by 3 meters) can be used to approximate the natural heat transfer coefficient for many surface sizes inside rooms, at any inclination, from concrete table tops to triple-height walls.

For an estimate of the average convection heat transfer coefficient, it is necessary to know the mean temperature difference between the surface and the interior. According to the integral mean value theorem:

$$|\theta_i - \theta_s|_{mean} = \frac{1}{b - a} \int_a^b |\theta_i - \theta_s| \, d\tau$$ (3.9)

Where $b = \Phi_m - \pi$ and $a = \Phi_m$ mark the beginning and end of half a cycle. Substituting equations Equations (2.13) and (2.14) and completing the integration gives:

$$|\theta_i - \theta_s|_{mean} = \frac{2 \lambda \Omega \cos(\Phi_m)}{\pi}$$ (3.10)
The average surface heat flux can now be defined as:

\[ q_{\text{mean}} = h \Delta T |\theta_s - \theta_i|_{\text{mean}} \] (3.11)

Where \( h \) is the total heat transfer coefficient:

\[ h = h_c + h_r \] (3.12)

And \( h_r \) is the radiation heat transfer coefficient:

\[ h_r \simeq \sigma \varepsilon 4 T_0^3 \] (3.13)

Where \( \sigma \) is the Stefan-Boltzmann constant and \( \varepsilon \) is the average emissivity of the surfaces. Equations (3.11) and (3.12) assume that surface radiation, like surface convection, is governed by the temperature difference between the surface and the interior. Let us interrogate the validity of this assumption by imagining an idealized scenario. Consider a fictional body inside the space that follows the interior temperature and exchanges radiant energy uniformly with all surrounding surfaces. This fictional radiator does not heat the air directly, but it does heat the air indirectly at a later time (because it heats or cools the mass, and later the mass heats or cools the air). Consider also that when there is no radiator present, and the idealized space is empty, there is no net radiation exchange between the enclosing surfaces since they are all the same temperature.

3.3. Interior heat loads

Can this fictional radiator be used as a proxy for internal heat loads? In a real room, there are many kinds of heat sources and sinks, of different sizes, locations, and time signatures. Locally, they heat or cool the interior air by convection. Remotely, they heat or cool other surfaces by radiation. Real interior heat loads are not evenly distributed in space, nor are they harmoniously synchronized in time. Moreover, recall that the direction of heating for the fictional radiator is \( \theta_i > \theta_s \) during the day, switching to \( \theta_i < \theta_s \) during the night. Real interior heat loads may diminish or disappear at night, but they do not spontaneously turn into sources of cooling.

Despite these inconsistencies and contradictions, a fictional radiator (which follows the interior temperature) is still a relevant proxy for average heat loads. This radiator cannot represent realistic heating distributions in time or space, because a harmonic model cannot account for the possible knock-on effects of asymmetrical or asynchronous loads on the temperature evolution of the system. Nevertheless, evaluating the effects of an average heat load is a useful starting point (c.f. §1 strategic models)
To apply this proxy for internal heat loads, the analyst must first evaluate the heat flux from the
fictional radiator and decide if it needs increasing to meet any deficit in the expected average heat load.
Meeting the deficit can be done by multiplying \( h_r \) by some factor. Then the charging and discharging
cycles must be balanced over the day. For instance, by assuming that the ventilation openings \( (A^*) \)
are automatically increased at night, so the extra buoyancy ventilation matches the night cooling by
the fictional radiant body.

Figure 9 compares the cumulative surface heat transfer due to natural convection and radiation.
The yellow portions of the graph show natural convection, which is present even when the interior
space is empty. The red parts show emissions from a fictional radiator as a proxy for internal loads.
The graphs are arranged in a grid with two columns, one for each damping coefficient: the left-hand
column aligns with the peak venting temperature difference \( |\theta_e - \theta_i|_{peak} \); the right-hand column aligns
with attenuating temperature difference \( 1 - 1/A_i \). The top row of graphs shows a governing trend:
the larger the damping coefficient, the smaller the temperature difference between the surface and the
interior air. This downturn leads to slight reductions in the heat transfer coefficient \( (W/m^2-K, \text{ see}
middle row), but considerable reductions in the surface heat flux \( (W/m^2, \text{ see bottom row}).

Note that, in Figure 9, the radiant heat transfer coefficient is defined by equation Equation (3.13),
and the radiant heat flux is controlled by \( |\theta_s - \theta_i|_{mean} \) in Equation (3.11) (i.e. the radiant heat flux
has not been adjusted to equally represent internal loads for all values of either damping coefficient; in
this way, the relative changes and possible deficits are clear to see). Furthermore, note that the heat
flux is reported in terms of the unit surface area of the mass, not in terms of the unit floor area (which
is how internal loads are typically presented).

To compute the results shown in Figure 9, the environmental temperature was fixed at \( \Delta T = 10 \)
and \( T_0 = 20^\circ C \) (293.15 K). Optimal pairs of \( F/\lambda \) and \( \Omega \) are needed to calculate \( |\theta_s - \theta_i|_{mean} \) for
increments of \( |\theta_e - \theta_i|_{peak} \) and \( 1 - 1/A_i \). This was done by simultaneously solving Equations (3.2)
and (3.3) or Equations (3.5) and (3.6), assuming no surface temperature delay (i.e. \( \lambda = 1 \)). The
surface heat transfer was then computed following the procedure described in §3.2, assuming a large,
10 by 10 meter vertical surface for the convection calculations.

4. Results and discussion

The previous section found optimal pairings for \( F/\lambda \) and \( \Omega \), and explained how to approximately
account for internal loads by adjusting the heat transfer coefficient. This theory is now applied in some
Figure 9: Variation of surface heat transfer with $|\theta_e - \theta_i|_{peak}$ and $1 - 1/A_i$
Table 1: Candidates for thermal mass: representative ranges for thermal properties and CO$_2$ footprints [97]

<table>
<thead>
<tr>
<th>Material</th>
<th>k (W/m-K)</th>
<th>$\rho c$ (J/m$^3$-K)</th>
<th>CO$_2$ footprint (kg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel</td>
<td>51.5 ± 2.5</td>
<td>(3.79 ± 0.20) $\times 10^6$</td>
<td>14135. ± 875.</td>
</tr>
<tr>
<td>Sandstone</td>
<td>5.70 ± 0.30</td>
<td>(2.16 ± 0.28) $\times 10^6$</td>
<td>87. ± 19.</td>
</tr>
<tr>
<td>Concrete</td>
<td>1.6 ± 0.8</td>
<td>(2.3 ± 0.4) $\times 10^6$</td>
<td>260. ± 53.</td>
</tr>
<tr>
<td>Glass</td>
<td>1.00 ± 0.30</td>
<td>(2.22 ± 0.15) $\times 10^6$</td>
<td>1850. ± 142.</td>
</tr>
<tr>
<td>Brick</td>
<td>0.59 ± 0.14</td>
<td>(1.49 ± 0.29) $\times 10^6$</td>
<td>402. ± 82.</td>
</tr>
<tr>
<td>Hardwood*</td>
<td>0.46 ± 0.05</td>
<td>(1.59 ± 0.18) $\times 10^6$</td>
<td>$-400$ ± 1300</td>
</tr>
</tbody>
</table>

*Values for $k$ assume conduction is parallel to the grain. Values for CO$_2$ footprint range from net storage to net release. Notice how, per unit volume, timber can sequester carbon or be worse than concrete, depending on how the forest is managed.

4.1. Materials comparison

Among practitioners, it is common knowledge that some materials are more effective as thermal mass because of their thermal properties. (Namely: the thermal conductivity, $k$ (W/m-K); the volumetric heat capacity, $\rho c$ (J/m$^3$-K); and the combination of these in a ratio called the thermal diffusivity, $\alpha = k/\rho c$ (m$^2$/s), which compares the internal rate of heat transfer to heat storage, indicating how quickly heat spreads through a material.) However, when it comes to examining thermal mass materials in action, it is difficult to draw conclusions that meaningfully influence design—particularly in the critical early stages—since it is hard to isolate the role that architectural properties play in the co-evolution of system temperatures. What proportions should a thermally massive building have? How should the thermal mass be distributed? Should the massing change with the choice of material? Without comprehensive answers to these questions, analysts, when studying the effects of thermal mass with dynamic models, have had little choice but to fix the dimensions of their control buildings arbitrarily [98–100] —until now.

Table 1 gives ranges of thermal properties for some standard construction materials [97]. Figure 10 compares the efficiency of these materials as thermal mass when they are optimally tuned as part of a thermal feedback cycle (c.f. Figure 3). That is, a building with internal mass that maximizes
Figure 10: Optimal thicknesses (l) and resulting surface temperature lags (\(\lambda\)) for various construction materials as a function of the damping coefficient, \(1 - 1/A_i\) (dark shading), or \(1/A_i\) (light shading). The coloured bands depict the variation in thermal properties reported in Table 1.
buoyancy ventilation for a given damping coefficient ($|\theta_e - \theta_i|_{peak}$, light shading; $1-1/A_i$, dark shading). Figure 10 shows the layer thicknesses ($l$, bottom row) and the divergence in surface temperatures ($\lambda$, top row) for different materials. The width of the coloured bands reflects the uncertainty associated with the thermal properties (c.f. Table 1); the dotted lines assume average values for these properties.

Figure 10 is based on the same set of assumptions as Figure 9 (recall from §3.3 that the radiant heat flux varies with $|\theta_s - \theta_i|_{mean}$; it was not adjusted to model internal loads equally across all values of the damping coefficient). Figure 10 can be reproduced with different inputs by following these three steps:

1. Choose a damping coefficient to optimize for ($|\theta_e - \theta_i|_{peak}$ or $1 - 1/A_i$) and find the associated optimal values for $\Omega$ (c.f. §3.1)
2. Estimate $h$ by: (a) Consulting Figure 8 and Figure 9. Or (b) estimate $|\theta_s - \theta_i|_{mean}$ by setting $\lambda = 1$. Use this result to compute $h$ (c.f. §3.2), incorporating an estimate for internal heat loads as necessary (c.f. §3.3).
3. Find the optimal thicknesses ($l$) and resulting surface temperature delays ($\lambda$) by simultaneously solving Equations (2.22), (2.23) and (2.24). (A first approximation can be made by assuming $\lambda = 1$, so that $l_r = 1$ and Equation (2.22) reduces to $\Omega = \xi$)

Figure 10 reveals some general trends, which reflect the balance of thermal relationships

1. As either damping coefficient ($|\theta_e - \theta_i|_{peak}$ or $1 - 1/A_i$) increases, the optimal thickness reduces. This is because the massing parameter, $\Omega$, and the surface heat flux, $h \triangle T |\theta_s - \theta_i|_{mean}$, reduce, too.
2. Optimizing for the damping coefficient $|\theta_e - \theta_i|_{peak}$ results in relatively thinner masses, because this damping coefficient is associated with smaller values of $\Omega$, and so requires less thermal capacity.
3. The uncertainty associated with thermal properties can lead to significant discrepancies in optimal thickness—in the order of centimeters. In later stages of design, it is therefore important to obtain more accurate values for thermal properties, ideally with direct measurements of actual samples.

Moreover, Figure 10 suggests several new findings regarding the efficiency of different construction materials as thermal mass:
Some natural stones and concretes are particularly efficient as an internal thermal mass when optimally-tuned (which should come as no surprise since these materials have relatively high $k$ and high $\rho c$). However, the ideal tuning adds new meaning to what constitutes an efficient thermal mass. The plots show that, when optimized, sandstone and concrete have non-divergent surface temperatures ($\lambda \to 1$). Recall that $F = (F/\lambda) \cdot \lambda$. Therefore, compared to other optimized masses, these masses are able to produce more ventilation for a given damping coefficient.

However, some concretes (those with lower $k$ and $\rho c$) do not perform as well. The function for $\lambda$ (Equation (2.24)) is particularly sensitive in the range $1 \lesssim \eta \lesssim 2$ (c.f. fig 8.b. in Holford and Woods [12]). Optimally-tuned concrete is uniquely situated in this range, making it susceptible to sudden (and unexpected) drops in efficiency. Consider that the thermal properties of concrete (or any structural material for that matter) are rarely specified or measured in real projects.

The graphs reveal many situations in which $l \lesssim 5$ cm, suggesting that thin-shell structures of minimum weight [101–107] may also be optimized for thermal mass and natural ventilation.

Assuming the heat-flux is oriented parallel to the grain, optimally-tuned hardwood compares well against brick and not too poorly against concrete. (The thermal conductivity of hardwood perpendicular to the grain, and for softwoods in either grain orientation, are lower.) This suggests it is possible to use some timbers as internal thermal mass—with reasonable effect. These thermally resilient timber buildings could legitimately sequester carbon dioxide, so long as the timbers are sourced from sustainable, managed forests, and the buildings last longer than the growing cycles of these forests [97, 108–111].

While not analyzed here, the thermal properties of earthen materials [112] and high-density bamboo composites [113] suggest that these materials are promising candidates, too.

4.2. Fixed volume of material

The remainder of this section examines the consequences of the ideal tuning in terms of building dimensions, material quantities, and ventilation rates.

Figure 11 shows how to distribute a fixed amount of concrete thermal mass inside an insulated cuboid of height $H = 10$m. The floor area is variable, but constrained to the shape of a square ($W^2$), thereby defining the geometry of the ceiling and four walls where the mass is distributed. Since $V = S l$, optimally distributing a fixed volume of material ($V$) means finding the balance of surface area ($S$) and thickness ($l$) that:
Meets a given damping coefficient (i.e. a design value for $|\theta_e - \theta_i|_{\text{peak}}$ or $1 - 1/A_i$), while;

- Maximizing the rate of buoyancy ventilation ($Q$).

The calculation flow for producing Figure 11 follows these steps:

- Find the ideal tuning for $\Omega$ and $F/\lambda$ (c.f. §3.1)
- Estimate $h$ and find $l$ and $\lambda$ (c.f. §4.1)
- Now $S = V/l$ and $Q = \frac{E S h}{\rho_i c_i}$ (c.f. Equation (2.25))
- Furthermore, though not shown in Figure 11, $A^* = \frac{Q}{\sqrt{\beta g H \Delta T |\theta_e - \theta_i|_{\text{mean}}}}$ (c.f. Equation (2.27))

Here are some things to bear in mind when reading Figure 11:

- The concrete mix assumes mean values for thermal properties shown in Table 1. The environmental temperature and the rates of surface heat transfer are the same as those described in §3.3 and shown in Figure 9.
- For the purposes of demonstration, the volume of concrete is arbitrarily fixed at $V = \{8, 27, 64\}$ m$^3$.
- For reference, when the ratio of width to height is $W/H = \{1, 2, 3, 4\}$, the surface area of the thermal mass is $S = \{500, 1200, 2100, 3200\}$ m$^2$
- For reference, a sufficient amount of ventilation for one person is typically 10 liters per second. That is, $Q = 0.01$ m$^3$/s. Therefore, when the ventilation rate is $Q = \{0.1, 1, 10\}$ m$^3$/s, there is enough fresh air for approximately $\{10, 100, 1000\}$ people.

Some general observations can be made:

- Optimizing for the attenuating temperature difference requires thicker masses, resulting in smaller buildings (compared to the peak venting temperature difference, when the material volume is fixed).
- The relative power distribution, shown in the bottom row of graphs, does not change with the volume constraint (since the balance of thermal exchanges is the same for each optimal case).

While it is unconventional to fix the amount of material before design commences, this strategy may be useful in the coming decade as carbon caps become better defined and more stringent.
Figure 11: The optimal distribution of a fixed amount of concrete thermal mass ($V = S l$) that maximizes buoyancy ventilation ($Q$) for a given damping coefficient ($|\theta_e - \theta_i|_{peak}$ or $1 - 1/A_i$)
4.3. Fixed rate of ventilation

Having shown how to use the ideal tuning to compare massings made from the same volume of material, this subsection compares ideally-tuned massings that produce the same ventilation.

Figure 12 shows how to distribute the ideal amount of concrete thermal mass inside an insulated cuboid of height $H = 10\text{m}$. The rate of buoyancy ventilation is fixed at $Q = \{1, 10\} \text{m}^3/\text{s}$ to provide enough fresh air for approximately $\{10, 100\}$ people. Since $V = S l$, finding the ideal volume of concrete $(V)$ means finding the combination of surface area $(S)$ and thickness $(l)$ that:

- Meets a given damping coefficient (i.e. a design value for $|\theta_e - \theta_i|_{\text{peak}}$ or $1 - 1/A_i$), while;
- Meeting the target rate of buoyancy ventilation $(Q)$.

The calculation flow for producing Figure 12 follows these steps:

- Find the ideal tuning for $\Omega$ and $F/\lambda$
- Find $l$ and $\lambda$
- Now $S = \frac{Q \rho C_i}{F h}$ and $V = S l$

Here are some things to bear in mind when reading Figure 12:

- The assumptions (thermal properties, environmental temperature, surface heat transfer) are the same as in Figure 11.
- Unlike Figure 11, the vertical axis for $W/H$ is logarithmic
- The images of the cuboids are scaled to the largest cuboid in the graph (hence they appear smaller than the cuboids in Figure 11).

Compared to figure 11, the ideal proportions $(W/H)$ in Figure 12 vary considerably, since there is no constraint on the material volume. One range worth taking a closer look at is the range of damping coefficient $0.6 \lesssim 1 - 1/A_i \lesssim 0.8$ when $Q = 1 \text{m}^3/\text{s}$. These massings perform well without needing a very large surface ($W/H < 10$) or a very large amount of concrete ($V < 100\text{m}^3$).

Figure 13 interrogates this range in more detail, using different geometries and comparing the efficacy of concrete to timber (hardwood, parallel to the grain, c.f. Table 1) as internal thermal mass. The buildings start as a hemisphere or a cube ($H = 10\text{m}$). Their shapes then ‘morph’ according to
Figure 12: Optimal quantities \((V = Sl)\) and distributions \((W/H)\) of thermal mass for a fixed ventilation rate \((Q)\) to meet a target interior floating temperature \((\theta_e - \theta_i, \text{peak})\) or \(1 - 1/A_i\).
mathematically defined rules, which allow the surface area of the building to increase without taking up much extra land. As the surface area increases, so does the damping coefficient—though the ventilation is always the same. Bluer colours, therefore, indicate cooler buildings.

Figure 13 shows three columns of "morph sequences". These morphologies are defined as follows:

- **Blobs.** These surfaces are defined by the Legendre polynomial $P_n(x)$ [114], plotted in spherical coordinates, such that: the radius is $r = 1 + c P_n(\cos(\phi)) \cos(\theta)$; the zenith (latitude) angles are $0 \leq \phi \leq \pi$; and the azimuth (longitude) angles are $0 \leq \theta \leq \pi$. The coefficient $c$ (here set to $c = 1/4$) determines the "smoothness" of the polynomial and hence the smoothness of the blob. The integer $n$ increases the number of operations in the polynomial and hence the number of "wings" the blob has.

- **Castles.** The remaining two columns are populated by surfaces defined by fractals: a Sierpiński space-filling curve [115], and a Cesàro fractal [116]—which in this case is made by drawing a Koch curve [117] with angles of 85°.

The morphologies are stylistically distinct, but follow the same thermal proportions. While the ideal tuning for thermal mass governs bulk dimensions, material quantities, temperature attenuation, and buoyancy ventilation, it does not overly determine the choice of form or the spatial layout. Nor does it overly determine the choice of thermal mass material. As the performance data in Figure 13 show, concrete outperforms hardwood thermally—but surprisingly not by very much. (The hardwood versions have slightly lower values for $\lambda$, hence $1 - 1/A_i$ is slightly reduced. The ventilation rate is maintained at $Q = 1 \text{ m}^3/\text{s}$ by slightly increasing $A*$.)

Notice how the wings, courtyard niches, and open plans in Figure 13 would have very different consequences for the inter-subjective experience of occupants. Working with the ideal massing ratios ($F/\lambda$, $\Omega$) can profoundly but playfully shape the development of an architectural concept from part to whole—from the type and thickness of the massing material to the spatial organization of the building.

### 4.4. Limitations

The method is meant to support concept generation and guide engineering studies towards convergence. It is tailored for strategic comparisons at the early stage of design, not absolute forecasts at the later stages of design (c.f. §1). The value for the heat transfer coefficient must be chosen carefully to fairly represent surface heat transfer (c.f. §3.2) and serve as a suitable proxy for average internal
Natural text: Figure 13: Blobs and castles. These optimized massings have different architectural styles, but all have height $H = 10$ m and ventilation enough for 100 people ($Q = 1 \text{ m}^3/\text{s}$). As the surface area increases, the floating interior temperature (1-$1/A_s$) cools, and the optimal thickness of thermal mass reduces. Concrete outperforms hardwood thermally, but surprisingly not by very much.
loads (c.f. §3.3). A representative range of thermal property values should be used for each candidate material, to reflect the uncertain variation of these properties in the real world (c.f. §4.1). Once a configuration for the building is chosen, Equation (2.16) or Equation (2.17) should be solved to more accurately establish the free-running temperature and ventilation rate. Then further analysis is needed to test the detailed response in a range of scenarios (e.g. anharmonic loads from inside and outside) and to finalize the design (e.g. external insulation, windows, supplementary heating or cooling). One particularly important thing to analyze is how the balance of buoyancy forces, heat loads, and heat storage effects may play out over short and long time scales (§2.1).

5. Conclusion

§1 outlined the need for a new approach to building design in the early stages, which allows teams to evaluate the environmental impacts of primary material choices while showing them how to integrate as many functions into these primary materials as possible, so there is less need for other materials, products, and technologies, shrinking the ecological footprint. Shaping one material to integrate structure, thermal mass, and buoyancy ventilation, is a prominent place to start.

§2 showed that, while there has been lots of progress on efficient methods for simulating the effects of thermal mass in arbitrary configurations, none of this new knowledge has been distilled for architects and planners wanting to know how to proportion thermally massive buildings properly, particularly in light of challenges posed by climate change. The work by Holford and Woods [12] was identified as a promising basis for this much-needed design guidance.

§3 found how to optimally synchronize the coupling of internal thermal mass and buoyancy ventilation. The performance of the building is defined by relationship between two parameters: $F/\lambda$ (the ratio of ventilation heat transfer to surface heat transfer) and $\Omega$ (the ratio of thermal storage to surface heat transfer). When converted into optimal values, these parameters represent ideal ratios for tuning the form and mass of the building. Design teams can use these ratios to meet chosen targets for the interior temperature and ventilation rate in free-running mode and meaningfully compare the material footprint of design proposals.

§4 demonstrated how to take these ideal ratios ($F/\lambda$, $\Omega$) and materialize them into possible design options. One of the studies suggested that thin-shell structures of minimum weight, and even timber buildings, may be optimally tuned to produce ample ventilation and temperature attenuation (c.f. §4.1). Another study showed how working with these ideal ratios ($F/\lambda$, $\Omega$) could profoundly but
playfully shape the development of an architectural concept from part to whole, including the spatial organization of the building, which determines the possible social interactions (c.f. §4.3).
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