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Abstract: Several methods have been tried to estimate air temperature using satellite imagery. In this paper, the results of two machine learning algorithms, Support Vector Machine and Random Forest, are compared with Multivariate Linear Regression, TVX and Ordinary kriging. Several geographic, remote sensing and time variables are used as predictors. The validation is carried out using four different statistics on a daily basis allowing the use of ANOVA to compare the results. The main conclusion is that Random Forest with residual kriging produces the best results ($R^2=0.612 \pm 0.019$, $NSE=0.578 \pm 0.025$, $RMSE=1.068 \pm 0.027$, $PBIAS=-0.172 \pm 0.046$), whereas TVX produces the least accurate results. The environmental conditions in the study area are not really suited to TVX, moreover this method only takes into account satellite data. On the other hand, regression methods (Support Vector Machine, Random Forest and Multivariate Linear Regression) use several parameters that are easily calculated from a Digital Elevation Model, adding very little difficulty to the use of satellite data alone. The most important variables in the Random Forest Model were satellite temperature, potential irradiation and cdayt, a cosine transformation of the julian day.
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1. Introduction

Air temperature ($T_a$) is a very relevant climatic variable that controls several environmental processes, particularly evapotranspiration [1]; it is also a key feature in global change studies, and reflects the surface energy balance [2]. So, accurate estimations of $T_a$ and its spatio-temporal variability are important in several Earth and environmental sciences and in land surface process modelling [1,3]. Air temperature is usually measured in weather stations at a standard height of 1.5-2 m with
diverse temporal resolutions. However, because weather stations provide limited information about spatial patterns at regional or global scales [3], several methods have been used to estimate the spatial distribution of $T_a$ [4,5]:

- **Vertical lapse methods** [4] use height as the main variable to explain temperature spatial distributions. The vertical lapse rate is evaluated from the sampling data and then applied to the whole study area. A more sophisticated approach uses daily atmospheric profiles provided by the MODIS product MOD07_L2 to locally estimate the adiabatic lapse rate [6]. The main drawback of this approach is that spatial resolution is 5 km.

- **Simple linear regression** using land surface temperature (LST), retrieved by remote sensing, as a predictor for $T_a$ [7]. MODIS, for example, provides global coverage of several environmental variables with large temporal resolution and moderate spatial resolution [6].

- **Multivariate regression models** using LST and other variables such as NDVI, solar zenith angle, solar radiation, altitude, julian day, distance to the coast, normalized difference water index (MNDWI) or albedo as predictors [8–15]. The algorithms used range from multivariate linear regression [5,10,11,16] to more sophisticated machine learning algorithms, such as neural networks [9] or random forest (RF) [14].

- **Geostatistical techniques** (kriging) [17,18] estimate $T_a$ as a weighting average of the sampling points with the weighting coefficients obtained after a statistical analysis of the spatial variability of the variable (semivariogram functions). The main drawbacks of such interpolation methods are that they do not use covariates and that they may have uncertainties due to the clustered distribution of weather stations [19].

- **The Temperature-Vegetation Index (TVX), proposed by [20] and [21]**, is based on the correlation between NDVI and LST, assuming that $T_a$ is approximately equal to LST in fully vegetated areas. Significant uncertainties appear in sparse vegetation areas [22].

- **Methods based on the surface energy balance** such as ADEBAT [4,13]. The objective is to approach $T_a$ estimation from a more physical point of view. It has two main drawbacks: several variables that can only be measured in weather stations are needed and, as the Bowen ratio is one of them, it is necessary to know LE to use ADEBAT. Frequently, $T_a$ is estimated in order to estimate LE from it, as in our case, so the use of a surface energy balance is not suitable in this case for practical reasons.

Remote sensing methods are constrained by the time of the day when images are taken. During the night, LST is a very accurate proxy for $T_a$ as solar radiation has no effect, simplifying the ground surface energy balance. During the day, it is necessary to take into account several variables, such as cloud cover, wind speed, soil moisture and surface roughness, which remote sensors cannot retrieve [6].
[23] showed that correlation between LST at night and minimum $T_a$ is higher ($R^2=0.93$) than between their daytime equivalents ($R^2=0.79$).

The objective of this work was to use two well-known machine learning algorithms, Support Vector Machines (SVM) and RF, to estimate $T_a$ at the AQUA passage time (between 12:00 and 14:20) using all the variables included as predictors in previous works. The results are compared to those obtained with more traditional approaches: Multivariate linear regression, Ordinary Kriging (OK) and TVX. Finally, regression-kriging will be tested using OK to interpolate the residuals of the three regression models, provided that such residuals show spatial autocorrelation.

2. Methodology

2.1. Study area

This research was carried out in the area controlled by the River Segura Water Authority (DHS in its Spanish abbreviation) (figure 1), which includes the Segura river basin (19,000 km$^2$) and several minor coastal basins. It is a semiarid area with scarce and irregular precipitation, high temperatures, and a large number of hours of sun that cause high potential evapotranspiration. Despite the scarcity of water, agriculture is an important economic sector using both groundwater (available because the predominance of carbonate rocks) and water transferred from other basins. Population density and intensive irrigated agriculture represent a significant water demand.

The study area is also characterised by substantial height differences over short distances, which together with the semiarid climate and the use (limited in space) of groundwater and transferred water, create a strong environmental variability that represents unfavourable conditions for the use of TVX.
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**Figure 1.** Land uses (left) and elevation (right) of the study area. Solid lines represent DHS boundaries and dotted lines province boundaries.
2.2. Data set

Different variables were used as predictors: 1. geographical variables: longitude, latitude, altitude, TWI index [24] (used to describe the potential accumulation of cold air), monthly potential irradiation (Whm$^{-2}$month$^{-1}$) obtained from heights using the method proposed by [25] and distance from the coast; 2. time variables: day duration, cdayt (a cosine transformation of julian day following [26], equation 3) and the satellite passage time; and 3. variables provided by the MODIS sensor: EVI, Albedo and the terrestrial surface temperature (LST) at the passage time of AQUA satellite.

The equation to calculate cdayt is:

$$c\text{day}_t = \cos\left(\left[t_D - \phi\right] \cdot \frac{2\pi}{365}\right)$$

(1)

where $t_D$ is the julian day and $\phi$ is a time delay from the coldest day.

2.2.1. Weather data

Air temperature data every 30 minutes is recorded by 53 weather stations belonging to the SIAM and SIAR networks (Sistema de Información Agrometeorológico de la Región de Murcia, Agro-meteorological information System in Murcia Region) and Sistema de Información Agroclimática para el Regadio, Agro-meteorological Information System for Irrigation). In this work, only data for 2012 were analysed to test which model produces the most accurate results.

We assumed that the mean air temperature data (obtained from the average of 3 measurements taken every 10 minutes) provided by the SIAR and SIAM networks are equal to the air temperature at the time of satellite passage. Therefore, these data were used to validate the different models used in this work for the prediction of the instantaneous air temperature.

Only data from clear days were used. Since there is no consensus in the scientific literature on the definition of a clear day, we considered as such those days with an average cloud cover lower than 10%.

2.2.2. Remote sensing data

The three environmental variables used as predictors in this work (albedo, vegetation index and surface temperature) were obtained from different MODIS products (Table 1). The R packages MODIStsp [27] package was used to download and process the images.

The 8 day delay between the MOD13Q1 and MYD13Q1 products allowed combined layers (AQUA and TERRA satellites) of NDVI and EVI to be obtained, with a temporal resolution of 8 days. The process involves 3 steps: 1) Elimination of pixels of very low quality or with large observation errors. To this end, according to [28] all pixels with a value greater than 5 in the VI usefulness index
Table 1. Main characteristics of MODIS products used in this work

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Platform</th>
<th>Layer</th>
<th>Name</th>
<th>Spatial Res. (km)</th>
<th>Temporal Res. (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODIS</td>
<td>Aqua</td>
<td>LST</td>
<td>MYD11A1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MODIS</td>
<td>Terra + Aqua</td>
<td>Albedo, α</td>
<td>MCD43A3</td>
<td>0.5</td>
<td>16 (16 days average)</td>
</tr>
<tr>
<td>MODIS</td>
<td>Terra</td>
<td>EVI</td>
<td>MOD13Q1</td>
<td>0.25</td>
<td>16</td>
</tr>
<tr>
<td>MODIS</td>
<td>Aqua</td>
<td>EVI</td>
<td>MYD13Q1</td>
<td>0.25</td>
<td>16</td>
</tr>
<tr>
<td>MODIS</td>
<td>Terra</td>
<td>NDVI</td>
<td>MOD13Q1</td>
<td>0.25</td>
<td>16</td>
</tr>
<tr>
<td>MODIS</td>
<td>Aqua</td>
<td>NDVI</td>
<td>MYD13Q1</td>
<td>0.25</td>
<td>16</td>
</tr>
</tbody>
</table>

(VIUI) [29,30] were considered to be of very low quality or to have large observation errors, and were therefore removed. 2) Combining the NDVI/EVI layers. Each layer of NDVI/EVI with an 8-day time resolution was obtained by combining the layers obtained by the MOD13Q1 and MYD13Q1 products representing each 8-day period. In this step, therefore, NDVI/EVI values were only obtained from those pixels in which the values of both products were available. 3) Reconstruction of the existing gaps after step 2. For this purpose, the average of both layers was used preferably, if the NDVI/EVI values obtained one week before and one week after were available. Otherwise, the values estimated one week earlier or later were used. When there were no NDVI/EVI values a week before or after, the same process were carried out with the estimated values for 2 weeks before and after.

With regard to the LST layers, it was decided to use those provided by the product MYD11A1, since AQUA passage time is closer than TERRA's to the temperature recording time. The LST layers were corrected taking into account the quality of the different pixels. In this case, according to [31] the LST pixels with an error estimation of more than 3 degrees Kelvin were removed. The GRASS module `i.modis. qc` was used to obtain the error layers.

We assumed, according to [32], that the albedo layers are equal to the 20th layer (White-Sky Albedo) of the product MCD43A3. In this case, the reconstruction of the existing gaps was carried out using estimations for the layers 8 days before or after the layer being reconstructed. Within this interval, the values closest to the existing gap were used.

2.2.3. Geographical variables

The geographical variables used as predictors with the regression methods were calculated from the official 25 m resolution Digital Elevation Model downloaded from the Spanish National Geographical Institute (Instituto Geográfico Nacional, IGN) website (http://centrodedescargas.cnig.es/CentroDescargas/index.jsp). This MDE was also used to obtain distance to the sea, monthly potential irradiation and TWI.
2.3. Estimation methods

Five methods were used to estimate air temperature at the satellite passage time: TVX is a well-known method based solely on satellite data; Multiple linear regression, SVM and RF are regression (global interpolation) methods that rely on covariates to estimate the dependent variable; in this paper, only covariates that can be easily obtained from a DEM were used, the first based on classical statistics and the last two on machine learning; finally Ordinary kriging, a local interpolation method that does not take into account covariates, was used for comparison. Finally, the residuals of the three regression models were interpolated with OK to obtain regression-kriging models.

2.3.1. The temperature-vegetation index (TVX) method

TVX is based on two hypotheses: 1) linear relation between NDVI and LST (equation 2) and 2) \( T_a = LST \) under full vegetation cover \([2,22]\) while bare soils are significantly hotter in the same meteorological conditions \([22]\). It also assumes uniform soil moisture and atmospheric conditions \([33]\). The first assumption is achieved by using close pixels in a 7x7 window to perform the regression in equation 3 \([34]\), and the second by only using TVX on clear days \([5]\).

\[
T_a = a_i + b_i \cdot NDVI_{max}
\]  

(2)

There are, however, several other limitations: the LST/NDVI ratio is reduced when there are differences in sun illumination caused by topography \([22]\), and all cells in the 7x7 window should be of similar height to prevent temperature variations due to differences in height from adding noise to the LST/NDVI relation \([22]\). The method works better when a large range of NDVI is present in the 7x7 window; however, soil moisture should be fairly constant. This can be problematic in agricultural areas where irrigated and non-irrigated areas are spatially mixed. Moreover, it is also assumed that there are no differences in aerodynamic resistance within the moving window due to different surface types \([33]\). Also, in accordance with \([22]\), sparse vegetation regions show a great uncertainty when using TVX.

According to \([19]\), TVX does not take into account other factors, such as latitude, longitude, elevation or julian day, among others, that may affect the relation between LST and \( T_a \). Interestingly, these are the factors usually taken into account in multivariate regressions. Higher residuals have been reported in winter than in other months \([21]\), which have been attributed to the presence of snow, although this is not usually a problem in our study area.

The coefficients \( a_i \) and \( b_i \) in equation 2 are obtained cell by cell calibrating a linear regression (equation 3) to predict LST using NDVI as predictor (both available as MODIS data). This linear model
assumes uniform atmospheric forcing and similar soil moisture conditions in all the cells used to
calibrate. A 7x7 window around each cell is used to approach this assumptions [5,34].

\[ \text{LST} = a_i + b_i \cdot \text{NDVI} \]  

(3)

As a result of this first step, layers of \(a\) and \(b\) are obtained. To obtain the value of \(\text{NDVI}_{\text{max}}\) (a single value for the whole study area) we used the technique proposed by [3] and also used by [5]. A new linear model is calibrated (equation 4) with data from weather observations of \(T_a\). In this case, \(\text{NDVI}_{\text{max}}\) is the parameter to calibrate.

\[ T_a - a_i = b_i \cdot \text{NDVI}_{\text{max}} \]  

(4)

The parameter \(\text{NDVI}_{\text{max}}\) varies among different study areas and sensors [3,34]. Prihodko & Goward [2] derived a \(\text{NDVI}_{\text{max}}\) of 0.86 for AVHRR images, while [22] reduced it to 0.7 and [33] to 0.65 using SEVIRI images in the Senegal river basin. [2] even stated that \(\text{NDVI}_{\text{max}}\) can vary among different vegetation covers.

A new GRASS module is programmed to calibrate a linear model from two input layers
(independent and dependent) in windows of N\(\times\)N cells. This produces 3 output layers: containing the
coefficients of the regression and the \(R^2\) value.

\text{r.neighbors.lm} \ \text{independent=NDVI dependent=LST size=7 a=TVXa b=TVXb r2=TVXr2}

Once \(a_i\) and \(b_i\) are available, both layers are read in R as well as the weather station data to

\text{r.mapcalc} "Ta=TVXa + TVXb \ast \text{NDVI}_{\text{max}}"

Our study area has some of the problems that, according to the literature, may reduce the
effectiveness of the model: large variability of land uses in small areas, especially taking into account
the MODIS resolution, sparse vegetation due to semi-arid conditions, and frequent cloudiness due to
proximity to the sea.

2.3.2. Multiple Linear regression

Simple and multiple linear regression models (MRLM) are the most popular models for estimating
air temperature. MRLM is a global interpolation method in which a functional relationship is
defined between the dependent variable (in this case maximum and minimum temperature estimated
in different observatories in the territory), and a set of spatially distributed environmental and
geographical variables. The parameters may be estimated using ordinary least squares (OLS) or
generalized least squares (GLS), a modification of OLS that takes into account the heteroscedasticity and the spatial correlation in the observations. In this work, we used the implementation of GLS in the R package nlme \[35\].

The assumptions of the model were assessed by hypothesis contrasts: the Kolmogorov-Smirnov test to assess the normality of residuals (usually met) and the Breush-Pagan test to assess homocedasticity (usually not met).

With all the regression methods, a first step of variable selection was carried out using the Variance Inflation Factor (VIF) methodology proposed by \[36\]. In the case of multiple linear regression a subsequent stepwise procedure was carried out to minimize the number of variables to provide a more parsimonious model.

2.3.3. Support Vector Machine

SVM was originally developed for classification but it was adapted to regression as a robust regression method that tries to minimise the effect of outliers. SVM for regression is described in \[37\]. Instead of trying to minimise the sum of squared errors, data points whose residual absolute values are lower than a user defined threshold (\(\epsilon\)) do not contribute to the fit, whereas points with \(|e| > \epsilon\) contribute linearly rather than quadratically to the error objective function to be minimized. This somewhat counterintuitive approach (the more accurately predicted points are not used to fit the line) has proven effective. SVM is calibrated by minimizing equation 5 \[38\].

\[
J = C \sum_{i=1}^{N} (\xi_i^+ + \xi_i^-) + \frac{||w||^2}{2} \tag{5}
\]

where \(C\) is a cost parameter to penalise large residuals. The solution of equation 5 is also subject to the following linear constraints:

\[
y_i \leq f(x_i) + \epsilon + \xi_i^+ \tag{6}
\]
\[
y_i \geq f(x_i) - \epsilon - \xi_i^- \tag{7}
\]
\[
\xi_i^+ \geq 0 \tag{8}
\]
\[
\xi_i^- \geq 0 \tag{9}
\]

and the optimal solution has the form:
The estimation of new cases ($u$) is made with the equation:

$$\hat{y} = \beta_0 + \sum_{i=1}^{n} \alpha_i \cdot K(x_i, u)$$

(12)

where $K(x_i, u)$ is a kernel function, $x_i$ represent each case in the training data and $u$ represents predicted values in the new point. There are several possible kernel functions:

- **Linear kernel**: $K(x_i, u) = x'_i \cdot u$
- **Radial kernel**: $K(x_i, u) = \exp(-\sigma \cdot (x_i \cdot u)^2)$
- **Polynomial kernel**: $K(x_i, u) = (\phi(x'_i \cdot u) + 1)^d$
- **Hyperbolic tangent kernel**: $K(x_i, u) = \tanh(\phi(x'_i \cdot u) + 1)$

The last three kernels allow a non-linear generalization of SVM.

In accordance with equation 12, there is an $\alpha$ value for each data point. This over-parametrization is only apparent because $\alpha_i = 0$ for all points where $|e_i| < \epsilon$; the others are the so-called Support Vectors.

SVM has been reported to obtain similar accuracy than RF and better accuracy than other machine learning methods such as neural networks; however, its main drawback is that there is no way to know in advance which kernel and parameter values will give the best results. In this case, we reduced the problem by using a radial basis function (RBF) kernel using the default values for the parameters. The implementation used was that of the R package e1071 [39].

### 2.3.4. Random Forest

RF is an ensemble of decision trees. In a regression decision tree, heterogeneity of a sample of training data is measured as the variance of the dependent variable. For a set of samples, the weighted average of the variances is used. Decision tree algorithm begin with the whole sample and select the independent variable and its threshold value, which minimise heterogeneity in the resulting partition. The process continues recursively until a minimum number of cases is reached in all partitions. Each partition is called a node, and the final partitions are called final nodes. The estimated value of the dependent variable in each of the final nodes is the average of all cases inside it.

Once the tree is calibrated, the dependent variable for a new case can be estimated by driving the case through the regression tree until a final node is reached. The previously calculated average for that final node is the estimated value.
Decision trees are characterised by a small bias but a high variance. RF tries to solve this issue by training several (500 as default) decision trees. Each tree is trained with a bootstrapped subsample of the available training cases (the so-called in-bag cases). In addition, every time a variable has to be selected to split a node, only a subset of the independent variables is considered (by default the integer part of $\sqrt{p}$ where $p$ is the number of variables). In this way, although each tree provides a high variance estimation, averaging the results of all of them will result in a low bias and low variance estimation.

RF has 4 main advantages over other machine learning methods: 1) It provides an internal cross-validation procedure, 2) the default values for the parameters provide optimal estimations most of the times, 3) The decrease in heterogeneity provided by each variable along the calibration process of each tree, when aggregated, provides a measure of the importance of each variable, 4) it is possible to obtain an estimation of the effects of the different predictors on the model, allowing the operator to decide if such effects are physically sound or not. Points 3 and 4 mean that RF is not really a black box model, as other ML techniques; rather it might be considered a grey box model.

In this work, we used the version in the R ranger package [40], a very fast and memory efficient implementation of RF. We used the default values for the ntree (500) and mtry ($\text{floor}(\sqrt{p})$) where $p$ is the number of predictors. Previous research [41,42] has shown that the accuracy achieved with such parameters is usually near the optimum.

2.3.5. Ordinary kriging

Ordinary kriging is a local interpolation method based on the regionalized variable theory [43]. It uses solely the values measured in the observation points and their location. Its main advantage over other local interpolation methods (such as IDW) is that a statistical analysis of the spatial variability of the values is previously performed and summarised in the semivariogram function. Finally, ordinary kriging performs, at each pixel, a weighted average of the values in the surrounding observation points with the weights calculated as a function of the semivariogram. The assumptions of ordinary kriging are normality and first and second order stationarity, that is, the mean and the variance are constant in the area. These assumptions are rarely met, so several variations have been proposed to deal with trends in the data: e.g. universal kriging (taking into account spatial trends in the values) and regression-kriging (taking into account other covariates).

In this work, we used the R package automap [44], its main advantage being the automatization of a weighted least squares optimal estimation of semivariogram parameters using Gauss-Newton [45].
2.3.6. Validation

As the aim of this work is to evaluate the predictive performance of the different models, a leave-one-out cross validation (LOOCV) was carried out for the 8 estimation methods. Bennett et al. [46] state that Goodness of fit statistics measure different performance aspects, so several statistics should be used to decide which is the most accurate model. Four statistics, whose detailed description and interpretation criteria can be consulted in [47] or [46], were used in this research:

Root mean square deviation (RMSE):

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (O_i - E_i)^2}{n}}$$  (13)

Correlation coefficient:

$$R = \frac{\text{COV}(O, E)}{s_O \cdot s_E}$$  (14)

The modified Nash-Sutcliffe efficiency (nse) measures the relative magnitude of the residual variance compared to the observed data variance, it is less sensitive than $R^2$ to outliers [47]:

$$\text{nse} = \frac{\sum_{i=1}^{n} (O_i - E_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2}$$  (15)

Percent bias (PBIAS) measures the relative tendency of the estimated values to differ from the observed values. It is less sensitive than RMSE to outliers and to the magnitude of the data:

$$\text{PBIAS} = \frac{\sum_{i=1}^{n} (O_i - E_i)}{\sum_{i=1}^{n} O_i}$$  (16)

The four statistics were calculated each day, so statistical distributions of their values along the year can be obtained and compared. An alternative option would have been to calculate statistics for each observatory; however, the temperature variations along the year would produce high $r^2$ and NSE values even if the accuracies of the different observatories were small (Simpson paradox).

As normality and homocedasticity could not be assumed, a Kruskal Wallis contrast was used to test whether differences among the methods were significant. If that was the case, a post-hoc contrast between pairs of models, based on Mann-Whitney and using Holm method to correct p-values among classes, was performed to discover groups of non-significantly different methods.

3. Results and discussion

When TVX was calculated for the 2012 data, the results were disappointing. Figure 2 shows the regression parameters of TVX on May 25, 2012. The map in the upper left shows the correlation
coefficients of the regression model; the map in the upper right shows the b parameter (slope) of such model; and the map in the lower left shows the intercept of the model (Ta when NDVI=0). Although most slopes were negative, there was a large group of positive ones that were not expected. Although there is a considerable amount of speckle in the maps, there is also a pattern showing negative slopes in the higher, more forested areas, and positive in the cultivated areas. The agricultural pattern in the study area is characterised by small patches due both to the complex topographical patterns and to the predominance of small properties. This patchiness might be affecting the regression models calibrated in the 7x7 windows, producing abnormal results.

Finally, the map in the lower right shows the resulting Ta map for May 25, 2012. The map shows a very convincing pattern, with lower temperature in the highest areas and higher temperature values in the plains. However, there is a wide variability with completely unrealistic maximum and minimum values, although the frequency of such values was quite low.

Figure 3 shows an analysis of the TVX errors through space and time. The first thing to notice is the high mean error (Figure 3 a) with a large overestimation of temperature, although it is reduced on winter days. Mean square errors (Figure 3 b) are quite high and also tend to be higher in spring. The correlation between observation and estimation (Figure 3 c) also shows very abnormal values, especially on spring days. NDVImax (Figure 3 d) is too high, with most of the values above 1, which is clearly an artifact produced by the problems involved in calibrating the focal linear regression in 7x7 windows. However, the temporal pattern is consistent, with the largest values in spring. We tried to restrict NDVImax beyond 0 and 1, but the errors increased considerably. Despite the high values of NDVImax, the $r^2$ of equation 3 (Figure 3 e) seems rather high and with no temporal pattern. Finally, plot f in Figure 3 shows the spatial pattern of errors. Positive errors (overestimations) are represented in red and negative errors (underestimations) are represented in blue. The size of the dots represents the absolute value of the error. The black circles represent the standard deviation of the errors. Most of the underestimations appear concentrated in the same areas, but it is difficult to deduce a pattern in relation with other covariates.

We attribute these poor results to the problems associated with the TVX methods. These have been highlighted in the literature and are indeed present in the study area: sparse vegetation, strong land use variability at short distances, and also strong topographical variability at short distances.

For the regression models (GLS, RF, SVM) a VIF analysis was previously performed to recursively eliminate those variables with a high linear correlation with the rest. A threshold of VIF=5 was established in principle, but it was relaxed to allow the inclusion of LST (VIF=6.43). The variables finally eliminated were day duration (VIF=39.04) and latitude (VIF=24.43).
Figure 2. TVX regression parameters on day 145 (May 25) in 2012. Solid lines represent DHS boundaries and dotted lines province boundaries.

Table 2. Mean, standard error and standard deviation of the four validation statistics calculated for the eight temperature estimation methods

<table>
<thead>
<tr>
<th></th>
<th>GLS</th>
<th>RF</th>
<th>SVM</th>
<th>GLSRK</th>
<th>RFRK</th>
<th>SVMRK</th>
<th>OK</th>
<th>TVX</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.493 ± 0.024</td>
<td>0.558 ± 0.019</td>
<td>0.460 ± 0.018</td>
<td>0.508 ± 0.024</td>
<td>0.612 ± 0.019</td>
<td>0.482 ± 0.018</td>
<td>0.515 ± 0.021</td>
<td>0.276 ± 0.025</td>
</tr>
<tr>
<td>NSE</td>
<td>-0.679 ± 0.43</td>
<td>0.504 ± 0.022</td>
<td>0.405 ± 0.019</td>
<td>-0.620 ± 0.423</td>
<td>0.578 ± 0.025</td>
<td>0.452 ± 0.021</td>
<td>-0.172 ± 0.046</td>
<td>-22.967 ± 2.748</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.567 ± 0.097</td>
<td>1.181 ± 0.025</td>
<td>1.301 ± 0.025</td>
<td>1.350 ± 0.096</td>
<td>1.068 ± 0.027</td>
<td>1.236 ± 0.023</td>
<td>1.214 ± 0.036</td>
<td>5.582 ± 0.216</td>
</tr>
<tr>
<td>PBIAS</td>
<td>0.009 ± 0.144</td>
<td>0.036 ± 0.038</td>
<td>0.184 ± 0.037</td>
<td>0.060 ± 0.151</td>
<td>-0.172 ± 0.046</td>
<td>0.125 ± 0.038</td>
<td>0.340 ± 0.033</td>
<td>10.680 ± 0.821</td>
</tr>
</tbody>
</table>
Figure 3. Spatial and temporal distribution of the TVX errors
Table 2 and Figure 4 show the results of the cross-validation of the eight methods. The number of days were 121 with RF, RFRK, SVM, SVMRK and OK, 118 with GLS and GLSRK and 109 for TVX. The cross validation was limited to those days in which the number of observations (weather stations without clouds and with data available for that day) was greater than the number of covariates (10). That means 121 days including 3995 predictions. However, in the case of GLS and GLSRK, the final set of predictions was 3928 and 118 days due to errors derived from the estimation of the variance-covariance matrix. Finally, in the case of TVX, the regression in 7x7 windows extends the need for cloudless cells to the surroundings of the weather stations, diminishing the number of complete cases to 1175 predictions on 109 days.

In addition, TVX, GLS and GLSRK show very high prediction errors, although predictions with absolute residuals larger than 20°C were filtered out. When this filtering was carried out, the final number was 3886 in the GLS and GLSRK models and 1159 with TVX.

The ANOVA shows significant differences among the algorithms for all the statistics with large F values ($r^2$: 18.907, NSE: 17.053, RMSE: 67.698, PBIAS: 26.847) and p-values lower than 0.0001 in all cases. Table 2 and Figure 4 show detailed results of such an analysis. The letters above the plots in figure 4 indicate to which groups of non-significantly different values belong each method. According to NSE and RMSE, random forest with kriging of the residuals (RFRK) is significantly better than...
the other methods. According to $r^2$ RFRK is still the best method, but its results are not significantly different from those of RF without residual kriging. Several methods (all except GLS, GLSRK and TVX) obtain PBIAS values near to zero without being significantly different. On the other hand, for all statistics TVX produces significantly less accurate results than the other methods. The $r^2$ values obtained by the regression models were very high when measured in calibration (GLS: 0.9165, RF: 0.9939 and SVM: 0.9627).

The bad results of TVX can be explained by the fact that it only uses satellite data and also because the conditions in the study area are not adequate for the use of this method. The main advantage of regression methods, as used in this study, is that only predictors that are easily calculated from MODIS or conventional MDEs were used. It is also easy to implement in other areas.

Figure 5 shows the importance of the predictors and their effects on the model. The most important predictors are LST, cdayt and radiation. The effect of all of them are clearly as expected, except the slight reduction in estimated temperature for the largest radiation values. We think the real behaviour might be a stabilisation of temperature for high radiation, although this was altered because of the three points with larger temperature estimation, which may represent a local effect. The least important predictors also have sound effects, although in two of them (Albedo and TWI) confidence intervals are too large to draw any clear conclusion.

Figure 6 shows the resulting temperature maps at the satellite passage time for the eight methods analysed. Due to the strong overestimation of $T_a$ by TVX, a different colour palette is used in the TVX map. The spatial patterns produced by OK and TVX are clearly poorer as the latter do not use any ancillary data and the former uses only NDVI and LST. The patterns produced by the regression methods are quite similar, reproducing the influence of the topographical variables that are relevant for the modelling of the spatial variability of temperature. The main differences among the regression methods involves the prediction of maxima and minima. The regression trees on which RF is based prevent the prediction of abnormally high or low values when the values of the predictors exceed the values used in calibration. This does not happen with GLS or SVM, whose maps show higher extremes, especially in the case of the GLS model. These extreme values are, however, smoothed by the kriging of the residuals. Although the lack of extrapolation is probably a point in favour of RF, it is difficult to ascertain to what extent it may result in an overestimation of minima and underestimation of maxima. Finally, all regression methods produce an artifact in the cells nearest the coast, which show temperature values probably lower than the real values.
Figure 5. Effects and importance of predictors in the Random Forest Model
Figure 6. Predictions for day 145 in 2012
4. Conclusions

Random Forest with ordinary kriging of the residuals obtained the most accurate results with \( r^2 = 0.612, \) SE=0.578, RMSE=1.068 and PBIAS=−0.17. The last result indicates that it is the only method that produces a slight temperature underestimation, whereas the rest of the methods overestimate temperature to a greater or lesser degree. The maps obtained with RF do not show the extreme values usually present in other regression methods, and that also appear in this study. It is interesting to note that RF obtained more accurate results than SVM, even when the parameters of the latter were optimized but not those of the former. Finally, TVX was the method that produced the worst results, probably because the environmental conditions in the study area are not suited to this method and also because the predictors used by the regression methods explain an important part of temperature variability.
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Abbreviations

The following abbreviations are used in this manuscript:

- LST: Land Surface Temperature
- MLRM: Multiple Linear Regression Model
- OLS: Ordinary Least Squares
- GLS: Generalised Least Squares
- RF: Random Forest
- SVM: Support Vector Machine
- OK: Ordinary Kriging
- RK: Regression Kriging
- VIF: Variance Inflation Factor
- TWI: Topographic Wetness Index
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