Robot Path Planning Agent for Evaluating Collaborative Machine Behavior
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Abstract: We first review the literature on machine behavior which may contain the interaction between machines, and then discuss the methodology and the related case involving collaboration between robots to instantiate the concept with AI empowerment. The navigation case aims to a security application with autonomous control and roadside agent embedded in a mobile edge computing structure. In the studied navigation based on the artificial potential field method, robots need to use position information to calculate the moving direction frequently. In the case of high motion speed as well as GPS positioning error, the path trajectory may show a sharp change of direction. In order to mitigate the trajectory oscillation, this paper proposes a path planning design where training process and motion direction prediction are integrated by using artificial neural network. The auxiliary navigation agent near multiple obstacles can first extract the past movement information of the robot and then determines whether there is a serious path jitter event. Computer simulation analysis shows that the combination of autonomous control and cooperative behavior can effectively reduce the path jitter so as to achieve a fast and safe path planning.
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Introduction

With the development of artificial intelligence (AI) and cloud computing, the use of AI-driven machines and mobile robots will gradually become more frequent. In the next few years, human society will usher in the intelligent era of human-machine interaction and machine-machine collaboration. The AI empowerment interaction and collaboration is attracting the attention of some researchers. As Rahwan described in the latest work [1], the current academic community is at a crossroads in understanding AI-enabled machine systems. Before this point of intersection, people usually used all kinds of traditional science to study how machines imitate people to learn. But after this point of intersection, new methodologies will be needed to study a new field - machine behavior. The new field includes not only computer science disciplines but also insights from other disciplines. Therefore, people need multidisciplinary knowledge to deeply understand and design the machine systems. In the following, we first discuss the related literature on machine behavior, and then study a security case with mobile edge computing: cooperative path planning for mobile robots.
1. Literature Review

A. Machine behavior and AI cloud computing

As a new network architecture and an entity at the edge of the cellular network, mobile edge computing can not only reduce the pressure on the cloud by processing edge data, but also facilitate more computing, storage and analysis functions for smaller devices. By collecting, storing, and analyzing data from local machines, mobile edge computing entities can become observers and coordinators of machine behavior, facilitating control and security applications. The applications may include mobile robot motion and behavioral awareness, adaptive control of walking robots, detection of behavior-based malicious applications and more. Therefore, we believe that AI-enabled mobile edge computing is a kind of AI cloud computing, which is a reliable solution to study the behavior of machines.

The complex control behavior of online learning autonomous mobile robots is one of the current research topics [2]. The study of the motion patterns of socially conscious robots needs to follow three main directions: behavioral prediction, reinforcement learning and behavioral cloning [3].

There has been a lot of work on mobile edge computing that integrates machine learning. In the work [4], various deep learning algorithms are introduced into the intelligent transportation system. The results show that the intelligent transportation system combining the edge analysis architecture and the deep learning algorithm can realize a reliable, safe and truly intelligent traffic environment. The literature [5] proposed a mobile edge computing model based on deep learning, which can efficiently detect malicious applications at the edge of cellular networks. In addition, there is also a document discussing the security challenges faced by edge computing, such as how to ensure privacy and security when mobile devices belonging to users who do not trust each other participate in public computing. The work in [6] proposed a new lightweight framework based on edge computing for CNN feature extraction of mobile sensing. The framework is able to significantly reduce the latency and overhead of end devices while protecting privacy.

B. Path planning for mobile robots

Since the methodology of machine behavior is in its infancy, we will focus on a specific case of machine behavior, namely collaborative path planning for mobile robots.

For mobile robots, path planning and obstacle avoidance have become the focus of research. Path planning refers to the optimal path selection of robots from the starting point to the target point through positioning devices and sensors. To solve the problem of collision-free and fast addressing of mobile robots in an unknown environment, many scholars have proposed efficient algorithms, such as artificial potential field (APF) method [7], A* algorithm [8], RRT algorithm [9], genetic algorithm [10] and so on. Among them, the artificial potential field method is a local path planning algorithm, which has the advantages of simple principle and small computation.

The traditional artificial potential field (TAPF) method has the problem of the local minimum trap. Many researchers have come up with their own solutions to this problem. A new potential function to replace the traditional artificial potential field method is proposed in [11]. By adding virtual obstacles, the robot could avoid falling into local traps. In [12], an adaptive repulsive potential function is studied, which was combined with the rolling window...
method to solve the local minimum problem. Literature [13] proposed an improved artificial potential field method based on connectivity analysis. Through analyzing the connectivity of obstacles, the scheme obtains a feasible solution domain according to the geometric topology. The velocity factor was added in the potential field function so that users could avoid dynamic obstacles and reach dynamic targets. An improved obstacle potential field function model is considered in [14], which takes into account the size of the robot and the obstacle and adaptively changes the weight of the obstacle potential field function to make the robot escape from the local minimum.

The above literature considers some cases the robot has complete knowledge of its environment. However, there are potential cases that the robot moves across the complex potential field area at a big pace of movement and positioning errors occur due to poor radio propagation. Relevant researchers have shown that when high motion speed and GPS positioning errors are taken into account, the trajectory of the robot is likely to shake violently [15-16]. As shown in Figure 1, when the robot moves between obstacles or in the aisle, the sharp change of direction problem is extremely serious. There are only several works and solutions to this problem. The presence of obstacles and narrow aisle and the oscillation problem of potential field methods are studied in [15] where a modified version of Newton's method is proposed. Compared with the standard gradient descent method, the use of the modified Newton method can greatly improve the performance of the system and reduce the path jitter. In work of [16] the traditional gradient descent technique is compared with the second-order optimization method, and its results show that the Levenberg-Marquardt algorithm can improve the jitter problem and generate smoother trajectory with fewer steps.

![Figure 1. Trajectory oscillation in the case of large moving steps and GPS position errors](image)

2. Methodology

Part of the research method process will be explained here. Taking the collaborative application in machine behavior as an example, the purpose of synergy between the mobile robot and the navigation agent is to enhance security. A general overview of the research methodology is shown in Figure 2.

a). data collection and storage

The motion state data collected by the sensors of the cooperative mobile robot is transmitted to the mobile edge server by the wireless network for storage.

b). machine behavior monitoring

The navigation agent will analyze this data online or offline. Through analysis, the agent will determine whether the robot’s behavior is malicious or benign.

c). data preprocessing

The data obtained by the agent is often dirty and requires further processing.

d). learning, classification and prediction
The processed data and the appropriate algorithm are used for modeling to realize the decision of the future behavior of the robot with malicious behavior.

Figure 2. Conceptual diagram of collaborative application in machine behavior.

In particular, this paper considers the application of machine collaboration and safe navigation. The scenario considers the situation of large moving steps and the existence of GPS position errors and the resulting trajectory oscillation problems. At this point, the robot may need to use external systems and external calculations to improve the performance of autonomous navigation. Here we refer to the external network entity as the agent, and the external calculation is considered as a type of mobile edge computing. The contribution of this paper is to propose a path planning agent and consider the design of a machine learning algorithm that can use small test samples. The robotic path planning scheme is presented which combining artificial neural network (ANN) and TAPF to help the robot obtain a smoother moving path.

3. TAPF

TAPF is actually to establish a virtual potential field in the environment. The target point will generate a gravitational field on the robot, which will attract the robot to move towards it. While the obstacle will form a repulsive field, which will form a repulsive force on the robot to prevent the collision between the robot and the obstacle. The superposition of the gravitational field and repulsive field guides the robot to move towards the target point while avoiding obstacles [7].

It is more important to construct the gravitational field and the repulsive field in TAPF. The gravitational field function and the repulsive field function are shown in formula (1) and formula (2) [17]:

\[
U_g(X) = \frac{1}{2} \xi \left( d(X, X_s) \right)^2,
\]

\[
U_r(X) = \begin{cases} 
\frac{1}{2} \eta \left( \frac{1}{d(X, X_s)} - \frac{1}{d_0} \right)^2, & d(X, X_s) \leq d_0, \\
0, & d(X, X_s) > d_0 
\end{cases}
\]
where, $\xi$ and $\eta$ respectively represent the gravitational gain coefficient and repulsive gain coefficient, $X, X_g$, and $X_o$ respectively represent the geographic position of the robot, target point, and obstacle. $d(\cdot)$ is the distance calculation function, and $d_o$ represents the influence range of the obstacle. Only when the robot enters the influence range of the obstacle the influence of the repulsive force field should occur.

Assume that there is a GPS positioning error $X_n$, which obeys the normal distribution with mean $\mu$ and variance $\sigma^2$, i.e. $X_n \sim N(\mu, \sigma^2)$. In this case, the position obtained by the robot is not the real geographical position $X$, but the biased geographical position $\overline{X} = X + X_n$. Then, the gravitational field function of formula (2) needs to be modified into formula (3),

$$U_i(\overline{X}) = \frac{1}{2} \xi \left( d(\overline{X}, X_n) \right)^2.$$  

(3)

Since the distance between the robot and the obstacle is obtained by laser ranging, which is the distance value without noise pollution, formula (2) can still be used to express the repulsion force field function without modification.

According to the potential field function constructed, the gravitational force $\overline{F}_g(X)$ and repulsive force $\overline{F}_r(X)$ on the robot can be obtained, as shown in formula (4) and formula (5),

$$\overline{F}_g(\overline{X}) = -\nabla U_i(\overline{X}) = -\xi d(\overline{X}, X_n) \frac{\partial d(\overline{X}, X_n)}{\partial X},$$

(4)

$$\overline{F}_r(X) = -\nabla U_i(X) = \begin{cases} \eta \left( \frac{1}{d(X, X_o)} - \frac{1}{d_o} \right) \frac{1}{d(X, X_o)} \frac{\partial d(X, X_o)}{\partial X}, & d(X, X_o) \leq d_o, \\ 0, & d(X, X_o) > d_o \end{cases},$$

(5)

where $\nabla U_i(\overline{X})$ and $\nabla U_i(X)$, respectively represent the gravitational field gradient and the repulsive field gradient.

According to the force analysis on the robot in Figure 2, the resultant force $\overline{F}_i(\overline{X}, \overline{X})$ on the robot can be expressed as

$$\overline{F}_i(\overline{X}, \overline{X}) = \overline{F}_g(\overline{X}) + \overline{F}_r(X).$$

(6)

Referring to Figure 3, due to the positioning error, the robot’s attraction is changed from $\overline{F}_g(X)$ to $\overline{F}_g(\overline{X})$. Finally, the resultant force deviated from the optimal movement direction.

When the step size of the robot is large, the path jitter phenomenon is remarkably intensified.

![Figure 3. Force analysis diagram of the robot](image)
4. Safety Planning of Artificial Potential Field Combined with ANN

As mentioned above, many current studies on APF-based algorithms are based on the premise of ignoring the robot position error. However, when relatively large moving speed and the positioning error are taken into account in the process of robot movement, the moving route of the robot will have a serious jitter phenomenon, as shown in figure 1, which will greatly affect the path planning speed of the robot. In this paper, the artificial neural network is combined with TAPF to help the robot quickly get rid of the region with severe jitter.

In order to solve the jitter problem, two problems need to be considered first: whether the robot has serious jitter and how to leave the jitter area. Considering the limited computing power of the robot, our specific implementation is to offload the computing task to the agent. Considering the real-time nature of autonomous navigation, we also need to consider a mobile edge calculation using small samples, such as shallow neural networks. Of course, the proposed solution needs to upload the position and direction information to the auxiliary navigation system.

A. Dithering judgment

![A slight shaking](image)

![Severe vibration](image)

Figure 4. Comparison of direction angles when different jitter occurs.

As for how to judge whether there is a severe jitter, we can start from the movement history data of the robot. First of all, the direction angle of the \(i+1\) times movement (the \(i+1\) footstep) of the robot is defined as \(a\). The absolute difference of the direction angle of two adjacent movements of the robot is \(\beta\) as shown in formula (7),

\[
\beta = |a_i - a_{i-1}|. 
\]

(7)

Two jitters with different levels are shown in Figure 4. It can be observed that when the shift direction is small, \(\beta\) is small; when the shift direction is large, \(\beta\) is relatively large.

For the \(i+1\) movement of the robot, the agent extracts the direction angle sequence \(A=[a, a_i, a_{i+1}, \ldots, a_{i+N-1}]\) for the first \(N\) movements of the robot and calculates the sequence \(B=[\beta, \beta_2, \ldots, \beta_{N-1}]\), i.e., the absolute difference between two the adjacent directional angles. When all elements in sequence \(\beta\) are greater than the absolute difference threshold of trajectory direction \(\beta_c\), it can
be judged that the robot has serious trajectory jitter, which can be expressed as formula (8)

\[
\phi = \begin{cases} 
1, & \forall \beta_j \in B, \beta_j \geq \beta_i, \ i \leq j \leq i-N+2, \\
0, & \exists \beta_j \in B, \beta_j < \beta_i, \ i \leq j < i-N+2. 
\end{cases}
\]  

where, \(\phi\) represents whether the robot has serious jitter before the first movement, and the value is 1 or 0. \(\phi=1\) indicating that the robot's trajectory has serious jitter, and \(\phi=0\) indicating that the robot's trajectory has no serious jitter.

B. Prediction of future motion direction

When there is severe jitter, in order to quickly leave the jitter area, we introduce an ANN algorithm to predict the movement direction or trend of the robot in a period of time in the future. In the following period of time, the robot abandons TAPF algorithm and advances a certain distance according to the predicted direction.

ANN is a network structure composed of many neurons, including the input layer, hidden layers and output layers. The neurons between the two adjacent layers are connected with each other and have excellent nonlinear approximation ability. Due to its strong performance, it has been widely used in the fields of pattern recognition, medicine and biology. Backpropagation algorithm (BP) is a relatively popular ANN algorithm at present. It is composed of the forward propagation of information and the backpropagation of error, and the ANN model with the high accuracy can be obtained by constantly narrowing the error. In order to make the trained neural network have better performance and prediction ability, it is necessary to select data that can represent the future movement trend of the robot as the input feature.

In this work, the moving direction angle information \(A_i\) before the \(i+1\) movement of the robot and the distance information \(D_i=[d_i, d_{i+1}, \ldots, d_{i-N+1}]\) between the robot and the target point are used as the sample characteristics, where \(d_{j|i\leq j<i-N+1}\) represents the distance between the robot and the target point after the \(j\) movement, and thus constitutes the sample \(S_{i+1}=[A_i, D_i]\) for the trained ANN. In addition, by observing Figure 4, it can be found that even if the robot is in a trajectory oscillation state, there is a moving trend direction (as shown by the dotted arrow). We define the movement trend direction of the robot before the \(i+1\) movement as \(P_{i+1}\), which is taken as the label of sample \(S_{i+1}\) and used as the \(i+1\) movement direction of the robot. Therefore, we build and train the ANN model containing one hidden layer to predict the movement trend of the robot.

C. Combined scheme

In order to solve the serious jitter problem of robot movement trajectory in the case of high moving speed as well as GPS positioning error, the robot path planning scheme we studied combines ANN and TAPF, and the scheme flow is shown in Figure 5.
In this scheme, the robot mainly relies on the artificial potential field method for path planning, but considering the high-speed requirement and GPS positioning error, the robot is prone to serious path jitter, so the ANN algorithm is needed to reduce the occurrence of jitter. The process of the program can be summarized as follows:

1). first of all, on the basis of the robot moving direction angle sequence whether robots serious jitter, when does not appear serious jitter, the APF algorithm is used to calculate the robot move next;
2). if there is a serious jitter, with ANN to predict the trend of the mobile robot, the robot move according to a specified direction and decide whether to reach the target;
3). repeat the process until the robot reaches the target point.

5. Simulation and Analysis for the Case

The simulated environment in this work is a two-dimensional plane of 200 meters by 200 meters, in which four areas are square obstacles with a side length of 40 meters. The robot starts from (0, 0) with a footstep length of \( v=5m \) and reaches the designated target point (200,150). In order to simplify the demonstration of the case, we only consider the interaction of a mobile robot with the agent, and there are only two types of robots in the case of severe jitter: horizontal right and vertical up. When more complex environments are considered, the movement trend category is increased. Simulation parameters are shown in Table 1.

In this work, TensorFlow [22] is used to build and train the ANN model. The number of sample sets is 2380, 80% of which are training samples, and the remaining 20% are test samples. The accuracy of the network model obtained from the training set is 97.1% in the test set. The structural parameters of the ANN model are listed in Table 2.

Figure 6 is the trajectory diagram of the robot using TAPF. It can be observed that when the robot moves between obstacles, the trajectory suffers serious jitter. Figure 7 shows the mobile robot path diagram for the combination of ANN and TAPF. In the design studied, the existence of high moving step and GPS positioning error leads to the randomness of the robot’s moving route. Figure 7(a) and Figure 7(b) shows two different movements. Comparing Figure
6 and Figure 7, it can be observed that the long-term severe jitter does not occur in the moving trajectory by using the proposed scheme.

<table>
<thead>
<tr>
<th>parameter</th>
<th>state</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$</td>
<td>Gravitational gain coefficient</td>
<td>10</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Repulsive gain coefficient</td>
<td>2</td>
</tr>
<tr>
<td>$d_0$</td>
<td>Range of repulsive field</td>
<td>20m</td>
</tr>
<tr>
<td>$\beta_r$</td>
<td>Trajectory angle relative difference threshold</td>
<td>80°</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of historical data</td>
<td>4</td>
</tr>
<tr>
<td>$\mu$</td>
<td>The mean of GPS positioning error</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>The variance of GPS positioning error</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2. Structure of the artificial neural network

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network layer</td>
<td>3</td>
</tr>
<tr>
<td>Number of neurons in the input layer</td>
<td>8</td>
</tr>
<tr>
<td>Number of hidden layer neurons</td>
<td>17</td>
</tr>
<tr>
<td>Number of neurons in the output layer</td>
<td>2</td>
</tr>
<tr>
<td>The activation function</td>
<td>ReLU function</td>
</tr>
</tbody>
</table>

Figure 6. Robot movement trajectory of TAPF method

Figure 7. Moving trajectory of artificial potential field method combined with ANN

(a) Track one  (b) Track two
In order to more intuitively reflect the dithering effect of the proposed scheme, Table 3 lists the number of algorithm iterations under the two schemes. By comparison, it can be found that the iteration number of the traditional scheme are 95, while the average iteration number of the proposed scheme are 52, which is only 54.7% of the traditional scheme. Therefore, it can be proved that the proposed scheme can accelerate the path planning speed of the robot.

Table 3. Number of algorithm iterations

<table>
<thead>
<tr>
<th>scheme</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional artificial potential field method</td>
<td>95</td>
</tr>
<tr>
<td>New scheme (track 1)</td>
<td>56</td>
</tr>
<tr>
<td>New scheme (track 2)</td>
<td>48</td>
</tr>
</tbody>
</table>

6. Conclusion

Intelligent transportation systems for robots will become an important part of smart cities in the future. However, to achieve secure navigation, a reliable data analysis solution is required. These solutions not only rely on AI cloud computing, but also require heterogeneous machine behavior data. In this work, we initially discuss the methodology involved in the interaction between machine and machine in machine behavior, and give an interesting and safe navigation application case for the future robot world. In the scene studied, a virtual agent with certain intelligence can help robot when the autonomous navigation of a robot lacking environmental information is in trouble. The intelligence should be implemented by using some machine learning algorithms even under small samples. When a high-speed moving scene and GPS positioning error are taken into account, the traditional artificial potential field method may cause serious jitter of the robot's moving trajectory. A combination of ANN and tradition artificial potential field is proposed to predict the next trend. Preliminary results show that the scheme combined with machine behavior data analysis can effectively curb the trajectory jitter of the robot, so as to achieve a safe and intelligent traffic environment.
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