Reliability Evaluation of Multi-Service in Power Wide Area Protection System Considering Network QoS
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Abstract: Based on the topology of wide area protection system (WAPS), after studying the reliability of hardware system and information flow in the WAPS and establishing the reliability assessment model, the multi-service reliability analysis method with multi monitoring and protection tasks in WAPS was proposed. In the model, the impact of network quality of service (QoS) such as information flow loss and delay, is studied. On the base of the model, the multi-service reliability evaluation method is employed to analyze the reliability of a WAPS of IEEE14 node power system, and the key nodes of the WAPS is given, which provides a basis for improving the reliability of the WAPS.
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1. Introduction

Wide area protection system (WAPS) is a basis for the safe and stable operation of large-scale interconnected power grid. Once the WAPS fails, the power grid may not be control and lead to collapse [1-5]. The WAPS collects information (such as voltage, current, frequency, protection and control instruct etc.) of power system for analyzing its operation state. If control or protection events should occur, the control command will be sent to a control component of a domain protection system in substation to operate the power grid. The WAPS involves data acquisition device, protection device, communication network and information flow etc. The WAPS’s Reliability would be decided by the reliability of the hardware and the information flow in it.

The reliability research of the WAPS was mainly focused on the reliability analysis of the equipment and components and system hardware, and ignored the impact of the reliability of the information flow [6-8]. Because the communication distance of the WAPS is long, the quality of service (QoS) problems such as packet loss, data error or delayed arrival is prone to occur in the transmission process, and the information flow reliability should not be ignored in studying the WAPS reliability.

In current researches about the WAPS reliability, the reliability calculating is cascade model, that is, a fault of any element means that the WAPS cannot normally operate [9-10]. In facts, there are many different systems or services (such as monitoring system, protection system, and control system) which runs in a WAPS. The reliability of each service may depend on different components and information in the WAPS. Therefore, research on multi-service evaluation is necessary to the reliability of WAPS.
2. The structure of WAPS

WAPS typically consists of phasor measurement unit (PMU), phasor data concentrator (PDC), control center (CC), execution unit (EU), and backbone network (BN). The structure is shown in Figure 1. The PMU is deployed in the substation to collect measurement data and transmits the information to the PDC over the local area network (LAN). The PDC uploads the measurement data to the control center through the BN. After analyzing and processing, the control command is sent to the EU of the substation through the BN and the LAN. In addition, a high-precision clock synchronization system be used in the WAPS to ensure the data and signal have a uniform time stamp [8-13].

Figure 1 The structure of WAPS

3. Reliability evaluation model of WAPS

The fault tree model of the WAPS can be obtained in the fault tree analysis (FTA) method [15]. It is shown in Figure 2.

According to the fault tree model of WAPS (shown in Figure 2), the reliability is

\[
A_{WAPS} = \prod_{i=1}^{n} A_{EXi} \prod_{i=1}^{n} A_{MEi} A_{BN} A_{DM} A_{CON} A_{CC}
\]

where \(A_{EXi}\) is the reliability of ith execution loop, \(A_{MEi}\) is the reliability of ith measurement loop, \(A_{BN}\) is the reliability of BN, \(A_{DM}\) is the reliability of measurement information flow, \(A_{CON}\) is the reliability of control information flow, \(A_{CC}\) is the reliability of CC, \(n\) is the number of execution and measurement loop in WAPS.

Figure 2 The structure of WAPS

3.1. Reliability model of physical loop
3.1.1. Reliability model of measurement loop in LAN

The measurement loop is composed of a plurality of PMUs, a PDC, and a LAN in Fig. 1. A LAN consists of multiple switches, routers, and transmission media. Considering that the transmission medium of the actual WAPS is generally optical fiber, the reliability model of the measurement loop was established with taking the optical fiber medium as an example. The fault tree model of the measurement loop is shown in Figure 3.

![Fault Tree Model of Measurement Loop](image)

\[
A_{ME} = \left( \prod_{i=1}^{n} A_{OFi} \right) \prod_{i=1}^{n} A_{PMUi} \prod_{i=1}^{n} A_{RUi} \prod_{i=1}^{n} A_{SWi} \times A_{PDC}
\]

where \( A_{ME} \) is the reliability of measurement loop, \( A_{OF} \) is the reliability of fiber medium, \( A_{PMU} \) is the reliability of PMU, \( A_{RU} \) is the reliability of router, \( A_{SW} \) is the reliability of switch, \( A_{PDC} \) is the reliability of PDC, \( n \) is the number of PMU, fiber, router, and switch in the measurement loop.

3.1.2. Reliability model of execution loop in LAN

The execution loop is composed of a plurality of EUs in Fig. 1. The fault tree model of the execution loop is shown in Figure 4.

![Fault Tree Model of Execution Loop](image)

\[
A_{EX} = \prod_{i=1}^{n} A_{EUi}
\]

where \( A_{EX} \) is the reliability of execution loop, \( A_{EU} \) is the reliability of EU, \( n \) is the number of EU.
3.1.3. Reliability model of BN

The topology of the BN is shown in Figure 5. The gateways GW1-GWn are sequentially connected to form a dual ring network, and the optical fibers are respectively OF1-2, OF’1-2, OF2-3, OF’n-n-1, OF’n-n-1, OF1-n and OF’1-n.

Considering the need to enhance the ability of the BN to respond to unexpected situations, one loop in the dual ring network serves as the transmission channel for service packets, and the other loop is in the standby state. Therefore, when any gateway in the BN fails or two pairs of fibers fail at the same time, the communication of the BN will be blocked. The fault tree model of BN is shown in Figure 6.

Figure 5 The structure of BN

Figure 6 FTA model of BN

According to the fault tree model of the BN (shown in Figure 6), the reliability is

$$A_{BN} = \left( \prod_{i=1}^{n} A_{GW} \right) A_{BNOF}$$  \hspace{1cm} (4)

$$A_{BNOF} = 1 - C_{2}^{2} P_{F}$$  \hspace{1cm} (5)

where $A_{BN}$ is the reliability of BN, $A_{GW}$ is the reliability of gateway, $A_{BNOF}$ is the reliability of transmission medium, $P_{F}$ is the failure rate of double fiber.
3.2. Reliability model of information flow in WAPS

3.2.1. Reliability model of measurement information flow

MUs are typically deployed inside substations to monitor the operation of the substation. At the same time, the PMU collects the electrical parameters of the substation in real time. The electrical parameters include the amplitude and phase angle of the voltage and current, the amplitude of the frequency, and the state information of the switch.

After the measurement information is collected, it is uploaded to the PDC through the LAN. After the collection is completed, it will be transmitted to the CC by the BN. If the transmission time of the acquired measurement data exceeds a preset delay, or the data is lost or incorrect during transmission, the measurement information should be considered to fail. Suppose the message waiting time for processing is \( T_0 \) which preset by the CC, the time to measure phasor data from acquisition to transmission to the CC is \( T_{PMU} \). There is

\[
T_{PMU} = T_{LAN} + T_{BN} + T_{BNT}
\]

where \( T_{LAN} \) is the transmission and processing delay of the LAN in the execution and measurement loop, \( T_{BN} \) is the transmission delay of the BN, \( T_{BNT} \) is the router processing delay of BN. \( T_{LAN} \) can be ignored compared to \( T_{BN} \) and \( T_{BNT} \).

The measurement data may be lost or wrong during the transmission process. Under the topology of the communication network and the fixed transmission medium, the packet loss rate \( P_0 \) of the measurement data does not change. It is assumed that data collection will not exceed the specified delay under normal network conditions. When the BN is abnormal, the measurement data communication delay will increase, and the probability of packet loss will increase. Assuming the total probability is \( P_{pmu} \) when \( T_{PMU} \) is more than \( T_0 \) and the packet is lost at the same time.

According to the above assumption, the message reliability of a single PMU is \( A_{pmu} \). The probability of normal communication network is \( P_N \). The probability of communication network anomaly is \( P_F \).

According to the full probability formula and \( P_F = 1 - P_N \), there is

\[
A_{pmu} = (1 - P_0) \times P_N + (1 - P_{pmu}) \times P_F
\]

The WAPS deploys multiple PMUs to measure data from different geographic nodes. Considering that there is no impact between each PMU, the fault tree model of the PMUs is shown in Figure 7.

![FTA model of PMUs measurement data](image)

**Figure. 7** FTA model of PMUs measurement data

There is

\[
A_{DM} = \prod_{i=1}^{n} A_{pmui}
\]

where \( A_{DM} \) is the reliability of entire PMUs measurement data, \( A_{pmui} \) is the reliability of single PMU measurement data, \( n \) is the number of PMU in WAPS.
3.2.2. Reliability model of control command information flow

After the measurement data of the PMU reaches the CC, the CC will calculate the measurement data, and then transmits the control command information flow to the EU through the BN and LAN to control the power system. The reliability model of the control command is similar to the model of the measurement information flow, so the reliability of the control command is:

\[ A_{\text{CON}} = \prod_{i=1}^{n} A_{\text{od}} \]  

where \( A_{\text{CON}} \) is the reliability of entire control command information flow, \( A_{\text{od}} \) is the reliability of single control command information flow, \( P_0 \) is the fixed packet loss rate of communication networks, \( P_{\text{od}} \) is the transmission time of the control command exceeds the preset time when the network is abnormal and packet loss probability, \( T_{\text{od}} \) is the control command transfer time from CC to EU, \( T_{\text{co}} \) is the preset time for reliable execution of control commands, \( n \) is the number of execution device for control command.

\[ A_{\text{od}} = (1 - P_0) \times P_N + (1 - P_{\text{od}}) \times P_{\text{f}} \]

3.2.3. Reliability model of information interaction between regions

The reliability model of information interaction between regions is similar to the model of the measurement information flow, so the reliability is:

\[ A_{\text{IBR}} = \prod_{i=1}^{n} A_{\text{re}} \]  

where \( A_{\text{IBR}} \) is the reliability of entire information interaction between regions, \( A_{\text{re}} \) is the reliability of single information interaction between regions, \( P_0 \) is the fixed packet loss rate of communication networks, \( P_{\text{re}} \) is the transmission time of the control command exceeds the preset time when the network is abnormal and packet loss probability, \( T_{\text{re}} \) is the information interaction transfer time between regions, \( T_{\text{co}} \) is the preset time for reliable execution of information interaction between regions, \( n \) is the number of device for information interaction between regions.

4. Reliability evaluation model of multi-service in WAPS

There are many services which have different function and transmission path in WAPS. The multi-service mainly includes five services, which only upload measurement information, only send down control command information, measurement and control command information combined, local service in substation and information interaction between regions. The five services respectively denoted as \( S_{\text{MS}}, S_{\text{CS}}, S_{\text{MC}}, S_{\text{LS}} \) and \( S_{\text{RE}} \).

4.1. Reliability evaluation model of only measurement information service in WAPS

Assumes that a service of the WAPS has only upload measurement information, according to the reliability model, the reliability of the service is \( A_{\text{MS}} \). Its reliability consists of two parts, that is, 1) the reliability of entire PMUs measurement information flow denoted by \( A_{\text{DM}} \); 2) the reliability product of all secondary equipment that the service passes through during communication denoted by \( A_{\text{ME}}, A_{\text{BN}} \) and \( A_{\text{CC}} \). \( A_{\text{MS}} \) is product of two parts, the reliability of measurement information is:

\[ A_{\text{MS}} = A_{\text{DM}} A_{\text{ME}} A_{\text{BN}} A_{\text{CC}} \]

4.2. Reliability evaluation model of only control command information service in WAPS

Assumes that a service of the WAPS has only send down control command information, according to the reliability model, the reliability of the service is \( A_{\text{CS}} \). Its reliability consists of two
parts, that is, 1) the reliability of entire EUs control command information flow denoted by \( A_{\text{CON}} \); 2) the reliability product of all secondary equipment that the service passes through during communication denoted by \( A_{\text{EX}1}, A_{\text{BN}} \) and \( A_{\text{CC}} \). \( A_{\text{CS}} \) is product of two parts, the reliability of measurement information is

\[
A_{\text{CS}} = A_{\text{CON}} A_{\text{EX}1} A_{\text{BN}} A_{\text{CC}}
\]  (14)

4.3. Reliability evaluation model of measurement and control command information service in WAPS

Assumes that a service of the WAPS has upload measurement information and send down control command information, according to the reliability model, the reliability of the service is \( A_{\text{MC}} \). Its reliability consists of three parts, that is, 1) the reliability of entire PMUs measurement information flow denoted by \( A_{\text{DM}} \); 2) the reliability of entire EUs control command information flow denoted by \( A_{\text{CON}} \); 3) the reliability product of all secondary equipment that the service passes through during communication denoted by \( A_{\text{ME}2}, A_{\text{EX}2}, A_{\text{BN}} \) and \( A_{\text{CC}} \). \( A_{\text{MC}} \) is product of three parts, the reliability of measurement information is

\[
A_{\text{MC}} = A_{\text{DM}} A_{\text{CON}} A_{\text{ME}2} A_{\text{EX}2} A_{\text{BN}} A_{\text{CC}}
\]  (15)

4.4. Reliability evaluation model of local service in substation in WAPS

Assumes that a service of the WAPS has local service in substation, according to the reliability model, the reliability of the service is \( A_{\text{LS}} \). Its reliability product of all secondary equipment that the service passes through during communication denoted by \( A_{\text{ME}3} \) and \( A_{\text{EX}3} \). The reliability of local service in substation is

\[
A_{\text{LS}} = A_{\text{ME}3} A_{\text{EX}3}
\]  (16)

4.5 Reliability evaluation model of information interaction between regions in WAPS

Assumes that a service of the WAPS has information interaction between regions, according to the reliability model, the reliability of the service is \( A_{\text{RE}} \). Its reliability consists of two parts, that is, 1) the reliability of information interaction between regions denoted by \( A_{\text{IBR}} \); 2) the reliability product of all secondary equipment that the service passes through during communication denoted by \( A_{\text{ME}4}, A_{\text{EX}4} \) and \( A_{\text{BN}} \). \( A_{\text{RE}} \) is product of two parts, the reliability of measurement information is

\[
A_{\text{RE}} = A_{\text{IBR}} A_{\text{ME}4} A_{\text{EX}4} A_{\text{BN}}
\]  (17)

4.6 Reliability evaluation model of multi service in WAPS

The reliability of multi service in WAPS is

\[
\overline{A}_{\text{WAPS}} = \begin{bmatrix}
A_{\text{MS}} \\
A_{\text{CS}} \\
A_{\text{MC}} \\
A_{\text{LS}} \\
A_{\text{RE}}
\end{bmatrix} = \begin{bmatrix}
A_{\text{DM}} A_{\text{ME}1} A_{\text{BN}} A_{\text{CC}} \\
A_{\text{CON}} A_{\text{EX}1} A_{\text{BN}} A_{\text{CC}} \\
A_{\text{DM}} A_{\text{CON}} A_{\text{ME}2} A_{\text{EX}2} A_{\text{BN}} A_{\text{CC}} \\
A_{\text{ME}3} A_{\text{EX}3} \\
A_{\text{IBR}} A_{\text{ME}4} A_{\text{EX}4} A_{\text{BN}}
\end{bmatrix}
\]  (18)

The node is more important when the node carries more services. For instance, the node of BN carries four services and the node of CC carries three services, therefore the node of BN is more important than the node of CC. The risk value of the node in WAPS will be considered in subsequent research.

5. Case study

Authors should discuss the results and how they can be interpreted in perspective of previous studies and of the working hypotheses. The findings and their implications should be discussed in the broadest context possible. Future research directions may also be highlighted.
Taking the IEEE14 node as an example, which is shown in Fig.8, this paper analyzes the reliability of the WAPS to calculate the value of corresponding risk.

![Figure 8: WAPS in IEEE14 nodes system](image)

The IEEE 14 node WAPS in Figure.8 includes three measurement loops that transmit measurement information of the PMU to the CC through the BN, and then the CC transmits control commands to the EU through the BN. The PMU is deployed on 14 bus, denoted as PMU_1, PMU_2, PMU_3, PMU_4, PMU_5, PMU_6, PMU_7, PMU_8, PMU_9, PMU_10, PMU_11, PMU_12, PMU_13, and PMU_14. PDC1 contains 5 PMU, namely PMU_1, PMU_2, PMU_3, PMU_4, and PMU_5. PDC2 contains 3 PMU, namely PMU_8, PMU_12, and PMU_13. PDC3 contains 6 PMU, namely PMU_6, PMU_7, PMU_9, PMU_10, PMU_11, and PMU_14.

5.1 Reliability of equipment and information of each node in the WAPS

Since the reliability of the secondary system equipment produced by different manufacturers is different, the reliability of the actual secondary system equipment cannot be used. This paper gives a relatively suitable reliability value based on the reliability values of the actual secondary system equipment. The reliability values of the secondary system equipment given in this paper are assumed, and the reliability values of various secondary system equipment are shown in Table 1.

<table>
<thead>
<tr>
<th>Device Name</th>
<th>Reliability Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMU</td>
<td>0.9983</td>
</tr>
<tr>
<td>PDC</td>
<td>0.9995</td>
</tr>
<tr>
<td>EU</td>
<td>0.9996</td>
</tr>
<tr>
<td>Router</td>
<td>0.9955</td>
</tr>
<tr>
<td>Switch</td>
<td>0.993</td>
</tr>
</tbody>
</table>

5.2 Reliability calculation of secondary equipment in wide area protection system

Since the reliability of the fiber is relatively high, the calculation is negligible. It is assumed that each LAN consists of two routers and one switch, which can be calculated according to the device reliability values in Table 1 and formula (2) and formula (3). The product of the reliability of the measuring unit and the protection unit is shown in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>$A_{PP1}$</th>
<th>$A_{PP2}$</th>
<th>$A_{PP3}$</th>
</tr>
</thead>
</table>

Table 2: Reliability of protection and measurement units
As can be seen from Table 1, as the number of PMUs increases, the reliability of the protection and measurement unit decreases. In practice, an increase in the number of PMUs will increase the redundancy of the measurement data, and the reliability of the entire system does not have much influence.

The selected backbone network mainly includes four gateways, and the gateways are all connected by optical fibers. The corresponding FTA reliability model is shown in Fig.5. The reliability data of the backbone network can be obtained from the literature. Calculated by formula (4), the reliability of the backbone network is 0.994.

5.3 Reliability calculation of measurement information

According to the information reliability model of a single PMU in Section 3.4, it is known that the probability of a single PMU device being normal and the failure, the probability of packet loss during transmission, and the probability of exceeding the normal delay are required. With OPNET simulation analysis, when the network scale reaches the provincial protection and control system, the end-to-end delay of measurement information is generally 1.5ms. When the communication network fails, the end-to-end delay of the measurement information exceeds the normal communication delay, and the probability of its occurrence needs to be obtained.

Assuming that the packet loss rate of measurement information transmitted in the fiber is $P_0$, the value is 0.01. The probability of the normal communication network is $P_N$, the value is 0.995. The probability of the abnormal communication network is $P_F$, the value is 0.005. When the network is abnormal, the packet exceeds the delay and the probability of packet loss is $P_{pmu}$, the value is 0.05. The value of the reliability of a single PMU phasor acquisition message can be calculated according to formula (8).

$$A_{pmu} = (1 - P_0) \times P_N + (1 - P_{pmu}) \times P_F$$
$$= (1 - 0.01) \times 0.995 + (1 - 0.05) \times 0.005$$
$$= 0.9898$$

The IEEE 14-node wide area protection system includes 14 PMU devices. According to formula (9), the reliability of the measurement data of the entire PMUs can be calculated as

$$A_{DM} = \prod_{i=1}^{14} A_{pmui} = 0.98755$$

5.4 Reliability calculation of control command

Similar to the reliability calculation of the measurement information, the reliability of the control command can be calculated according to the formula (10) and the formula (11). Assuming that the packet loss rate of measurement information transmitted in the fiber is $P_0$, the value is 0.01. The probability of the normal communication network is $P_N$, the value is 0.995. The probability of the abnormal communication network is $P_F$, the value is 0.005. When the network is abnormal, the packet exceeds the delay and the probability of packet loss is $P_{od}$, the value is 0.04. According to
formula (10), the reliability of a single EU control command can be calculated, and the value is
0.98985.

5.5 Reliability calculation of multi service in WAPS

5.5.1 Reliability calculation of only measurement information in WAPS

Assuming that the only measurement information service consists of all PUMs, the reliability of
the service can be calculated according to formula (13). According to Table 2, the reliability of single
PMU is 0.9983. The reliability of PDC is 0.9995. Assuming that each LAN consists of two routers and
one switch, and the reliability of each router and switch is $A_{RU}$ and $A_{SW}$, the value is 0.9955 and
0.9930. According to the previous calculation, the reliability of the backbone network and control
center respectively is 0.994 and 0.9985. The single service’s reliability of measurement information is
$A_{pmu}$, the value is 0.98985. The reliability of the service is:

$$A_{MS} = A_{DM}A_{ME}A_{BN}A_{CC}$$

$$= \prod_{i=1}^{14} A_{pmui} \prod_{i=1}^{14} A_{PUMU} \prod_{i=1}^{3} (A_{PDC_i}A_{RU}^2A_{SW}) A_{BN}A_{CC}$$

$$= 0.8193$$

5.5.2 Reliability calculation of only control command information in WAPS

Assuming that only control command information service consists of all EUs, the reliability of a
single service can be calculated according to formula (15). According to Table 2, the reliability of
single EU is 0.9996. According to the previous calculation, the reliability of the backbone network
and control center respectively is 0.994 and 0.9985. The single service’s reliability of control
command information is $A_{od}$, the value is 0.98985. The reliability of the service is:

$$A_{CS} = A_{CON}A_{EX}A_{BN}A_{CC}$$

$$= \sum_{i=1}^{3} A_{odi} \sum_{i=1}^{3} A_{EUi}A_{BN}A_{CC}$$

$$= 0.9614$$

5.5.3 Reliability calculation of measurement and control command information in WAPS

Assuming that the measurement and control command information consists of all PUMs and
EUs, the reliability of the service can be calculated according to formula (16). According to Table 2,
the reliability of single PMU is 0.9983. The reliability of PDC is 0.9995. The reliability of EUs is
0.9996. Assuming that each LAN consists of two routers and one switch, and the reliability of each
router and switch is $A_{RU}$ and $A_{SW}$, the value is 0.9955 and 0.9930. According to the previous
calculation, the reliability of the backbone network and control center respectively is 0.994 and
0.9985. The single service’s reliability of measurement information is $A_{pmu}$, the value is 0.9898.The
reliability of a single execution unit control command is $A_{od}$, the value is 0.98985. The reliability of
the service is:

$$A_{MC} = A_{DM}A_{CON}A_{ME}A_{EX}A_{BN}A_{CC}$$

$$= \prod_{i=1}^{14} A_{pmui} \prod_{i=1}^{14} A_{PUMU} \prod_{i=1}^{3} (A_{PDC_i}A_{RU}^2A_{SW}) \sum_{i=1}^{3} A_{odi} \sum_{i=1}^{3} A_{EUi}A_{BN}A_{CC}$$

$$= 0.7936$$

5.5.4 Reliability calculation of local service in substation in WAPS
Assuming that the local service in substation consists of five PUMs and one EU, the reliability of the service can be calculated according to formula (16). According to Table 2, the reliability of single PMU is 0.9983, the reliability of PDC is 0.9995, the reliability of execution unit is 0.9996. Assuming that each LAN consists of two routers and one switch, and the reliability of each router and switch is $A_{RU}$ and $A_{SW}$, the value is 0.9955 and 0.9930. The reliability of the service is:

\[ A_{LS} = A_{ME3} A_{EX3} \]
\[ = \prod_{i=1}^{5} A_{PMUi} A_{RU}^2 A_{SW} A_{EU} A_{PDC} \]
\[ = 0.9749 \]

5.5.5 Reliability calculation of information interaction between regions in WAPS

Assuming that the local service in substation consists of five PUMs and one EU, the reliability of the service can be calculated according to formula (17). According to Table 2, the reliability of single PMU is 0.9983, the reliability of PDC is 0.9995, the reliability of execution unit is 0.9996. Assuming that each LAN consists of two routers and one switch, and the reliability of each router and switch is $A_{RU}$ and $A_{SW}$, the value is 0.9955 and 0.9930. The reliability of the service is:

\[ A_{RE} = A_{IBR} A_{ME4} A_{EX4} A_{BN} \]
\[ = \prod_{i=1}^{2} A_{IBRi} \prod_{i=1}^{3} A_{PMUi} A_{RU}^2 A_{SW} A_{EU} A_{PDC} A_{BN} \]
\[ = 0.9845 \]

5.6 Reliability calculation of multi service in wide area protection system

The reliability of five services respectively is

\[ A_{MS} = A_{DM} A_{ME1} A_{BN} A_{CC} \]
\[ = \prod_{i=1}^{14} A_{PMUi} \prod_{i=1}^{14} A_{PMUi} \prod_{i=1}^{3} (A_{PDCi} A_{RU}^2 A_{SW}) A_{BN} A_{CC} \]
\[ A_{CS} = A_{CON} A_{EX1} A_{BN} A_{CC} \]
\[ = \sum_{i=1}^{3} A_{odi} \sum_{i=1}^{3} A_{EUi} A_{BN} A_{CC} \]
\[ A_{MC} = A_{DM} A_{CON} A_{ME2} A_{EX2} A_{BN} A_{CC} \]
\[ = \prod_{i=1}^{14} A_{PMUi} \prod_{i=1}^{14} A_{PMUi} \prod_{i=1}^{3} (A_{PDCi} A_{RU}^2 A_{SW}) \sum_{i=1}^{3} A_{odi} \sum_{i=1}^{3} A_{EUi} A_{BN} A_{CC} \]
\[ A_{LS} = A_{ME3} A_{EX3} \]
\[ = \prod_{i=1}^{5} A_{PMUi} A_{RU}^2 A_{SW} A_{EU} A_{PDC} \]
\[ A_{RE} = A_{IBR} A_{ME4} A_{EX4} A_{BN} \]
\[ = \prod_{i=1}^{3} A_{IBRi} \prod_{i=1}^{3} A_{PMUi} A_{RU}^2 A_{SW} A_{EU} A_{PDC} A_{BN} \]

The reliability of the five different services of the wide area protection system is
Table 3 The number of services carried by each node

<table>
<thead>
<tr>
<th>Node Name</th>
<th>Service Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>$S_{MS}, S_{CS}, S_{MC}$</td>
</tr>
<tr>
<td>BN</td>
<td>$S_{MS}, S_{CS}, S_{MC}, S_{RE}$</td>
</tr>
<tr>
<td>PDC1</td>
<td>$S_{MS}, S_{MC}, S_{LS}$</td>
</tr>
<tr>
<td>PDC2</td>
<td>$S_{MS}, S_{MC}, S_{RE}$</td>
</tr>
<tr>
<td>PDC3</td>
<td>$S_{MS}, S_{MC}$</td>
</tr>
<tr>
<td>PMU1-PMU5</td>
<td>$S_{MS}, S_{MC}, S_{LS}$</td>
</tr>
<tr>
<td>PMU6,PMU12,PMU13</td>
<td>$S_{MS}, S_{MC}, S_{RE}$</td>
</tr>
<tr>
<td>PMU14,PMU11,PMU14</td>
<td>$S_{MS}, S_{MC}$</td>
</tr>
<tr>
<td>EU1</td>
<td>$S_{CS}, S_{MC}, S_{LS}$</td>
</tr>
<tr>
<td>EU2</td>
<td>$S_{CS}, S_{MC}$</td>
</tr>
<tr>
<td>EU3</td>
<td>$S_{CS}, S_{MC}, S_{RE}$</td>
</tr>
<tr>
<td>LAN1</td>
<td>$S_{MS}, S_{MC}, S_{LS}$</td>
</tr>
<tr>
<td>LAN2</td>
<td>$S_{MS}, S_{MC}, S_{RE}$</td>
</tr>
<tr>
<td>LAN3</td>
<td>$S_{MS}, S_{MC}$</td>
</tr>
</tbody>
</table>

According to the Table 3, the BN carries four different services, so the BN is the most important node in WAPS.

According to the foregoing device reliability values, the reliability of five different services can be calculated, respectively:

$$A_{ES} = \begin{bmatrix} A_{MS} \\ A_{CS} \\ A_{MC} \\ A_{LS} \\ A_{RE} \end{bmatrix} = \begin{bmatrix} \prod_{i=1}^{14} A_{PMin}^{14} A_{PMin} \prod_{i=1}^{3} (A_{PDC1} A_{RU}^{2} A_{SW}) A_{BN} A_{CC} \\ \sum_{i=1}^{3} A_{ad} \sum_{i=1}^{5} A_{EU} A_{BN} A_{CC} \\ \prod_{i=1}^{14} A_{PMin}^{14} A_{PMU} \prod_{i=1}^{3} (A_{PDC1} A_{RE}^{2} A_{SW}) \sum_{i=1}^{3} A_{ad} \sum_{i=1}^{3} A_{EU} A_{BN} A_{CC} \\ \prod_{i=1}^{5} A_{PMU} A_{RU}^{2} A_{SW} A_{EU} A_{PDC} \\ \prod_{i=1}^{3} A_{HRB} \prod_{i=1}^{1} A_{PMU} A_{RU}^{2} A_{SW} A_{EU} A_{PDC} A_{BN} \end{bmatrix}$$

It can be seen that the reliability of the monitoring and control protection service running on the same wide-area protection system network is different. Through calculation, the focus of reliability and reliability improvement of specific services can be obtained.

5. Conclusions
Based on the communication network topology of a typical wide-area protection system, this paper conducts a comprehensive assessment of the reliability of the communication network physical equipment and information flow. Through the research on the various aspects of the communication process and the multi-task reliability, the key nodes in the information system are obtained, which provides an analysis method for the design of the wide-area protection system.

In this paper, we need to further study the reliability problems caused by the unsynchronized GPS timing and the measures to improve the reliability of the system by adopting redundant design.
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