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Abstract: Runtime verification (RV) is a lightweight approach to detecting temporal errors of system at runtime. It confines the verification on observed trajectory which avoids state explosion problem. To predict the future violation, some work proposed the predictive RV which uses the information from models or static analysis. But for software whose models and codes cannot be obtained, or systems running under uncertain environment, these predictive methods cannot take effect. Meanwhile, RV in general takes multi-valued logic as the specification languages, for example the true, false and inconclusive in three-valued semantics. They cannot give accurate quantitative description of correctness when inconclusive is encountered. We in this paper present a RV method which learns probabilistic model of system and environment from history traces and then generates probabilistic runtime monitor to quantitatively predict the satisfaction of temporal property at each runtime state. In this approach, Hidden Markov Model (HMM) is firstly learned and then transformed to Discrete Time Markov Chain (DTMC). To construct incremental monitor, the monitored LTL property is translated into Deterministic Rabin Automaton (DRA). The final probabilistic monitor is obtained by generating the product of DTMC and DRA, and computing the probabilities for each state. With such method, one can give early warning once the probability of correctness is lower than pre-defined threshold, and have the chance to do adjustment in advance. The method has been implemented and experimented on real UAS (Unmanned Aerial Vehicle) simulation platform.
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1. Introduction

1.1. Motivation and Contribution

Runtime verification (RV) is a lightweight formal verification technique in software verification [1]. It decides whether the system’s running satisfies specific properties only based on the current observed trace [2]. RV is closely connected to model checking and testing, which are two commonly used methods to evaluate the credibility of software. However, when the software to be verified is very complicated, model checking will encounter the problem of state explosion [3], and testing will also be difficult to cover most paths of the software [4]. RV complements model checking and testing because it makes conclusions of the properties using only observed trace, which is insensitive to software scale. RV can also monitor the properties related to operating environment after software is deployed on actual platform.

Traditional RV techniques only give judgement with observed trace, while predictive RV [5] will predict the running trend of the target system in advance. This feature can provide great potential to avoid software failures rather than only find them. One main existing predictive RV method uses predictive words [6] to realize advance prediction. The so-called predictive words are auxiliary monitor information generated from the models or codes of target software with the methods such as model
abstraction or static analysis. However, for some historical legacy software and black box systems, or the systems running in uncertain environment, these methods are not applicable.

RV in general takes multi-valued logic as the specification language, and the monitoring process stops whenever the correctness values (i.e., true or false) are encountered. A major drawback of these methods is that it can not provide accurate quantitative description for the satisfaction of property. To resolve this problem and make RV suitable for infinite trace semantics, temporal logic $LTL_3$ adds inconclusive to truth values and corresponding monitor generation method was proposed [7]. But its evaluation value of a formula remains to be unknown when inconclusive is encountered, which may be the most situations in monitoring process. Hence, in these settings, one cannot give a precise predication of the trend of correctness. For such situation, if a probabilistic value can be computed for judgement inconclusive to evaluate the satisfaction of the properties in a quantitative way, it will compensate the deficiency of the existing predictive RV methods. Furthermore, for different target systems and different properties, we can set corresponding thresholds for acceptance of probabilistic values based on requirement or expert experience. When the system with a probabilistic monitor detects that the value of current trace exceeds the threshold, alarm or control operations can be issued to steer the running of system.

In this paper, we propose the method of learning probabilistic model from historical traces which include system and environment events, and generating the monitor which can give the probability that the property will be satisfied (or violated) when new state of current trace is observed. For this purpose, a Hidden Markov Model (HMM) is learned from historical traces and translated to Discrete Time Markov Chain (DTMC), and the Deterministic Rabin Automaton (DRA) is generated from the property in Linear Temporal Logic (LTL). Then the probabilistic monitor will be generated using DTMC and DRA. Such probabilistic RV method can predict the trend of the target system by quantitatively judging the extent to which the current system state satisfies the monitored property. Compared with previous predictive RV methods, in our approach the model or code of target system is not needed and the environment is also be considered. The probabilistic monitor can also give the guidance information for software execution. When the software deviates from the expected properties, the running of target system can be adjusted by predefined behavior to avoid malfunction. The corresponding tool of learning and generating probabilistic monitor is implemented and the experiments show the effectiveness of the proposed method.

The paper is organized as follows. Section 1 introduces the motivation and related work, and section 2 presents some basic concepts. Section 3 gives the method of learning HMM and DTMC, while section 4 elaborates the way to generate probabilistic monitor. Section 5 describe the implements and experiment. The paper is concluded in section 6.

1.2. Related Work

Verifying probabilistic properties is firstly considered in probabilistic model checking, which has been studied for a long time with adequate theoretical results and important application fields. For example, in [8], probabilistic model checking is applied in provisioning of cloud resources, which shows good results in experiments. The work in [9] discuss two categories of probabilistic model checking when applied in self-adapted systems. Learning is used in [10] to get the abstract model of stochastic systems without source code for statistical model checking.

In recent years, combining RV with probability and statistics has become a novel research direction. To do statistical checking of probabilistic properties at runtime, [11] provides a method to decompose a trace into several samples based on specification of two kinds of events. In [12], the probabilistic model is extracted, and traditional instrumentation and monitoring methods in RV are combined to evaluate the property probabilities in quantitative and qualitative ways. [13] did similar work upon the framework of WMI and .NET. Above works mainly study the methods of determining if a probabilistic property will be satisfied for observed trace, but cannot determine the probability that a deterministic property will be satisfied or violated in uncertain environment.
Traditional RV methods cannot predict whether the future running of the target system satisfies given properties. Predictive RV tries to extend this ability, such as Anticipatory Active Monitoring [14] proposed by us. The main idea is to process the models or codes of the software through static analysis or other methods, so as to obtain necessary information to assist runtime monitor to make decision as early as possible. One of our previous work in predictive RV is based on system model, as the framework shown in Figure 1A. $\mathcal{G}$ is the model of software to be monitored. During runtime, the monitor $\mathcal{M}$ generated from LTL property will use the information of model $\mathcal{G}$ to predict whether the current system trace $\bar{\rho}$ will violate the property in the future. When there exist violation paths from current state, the active monitor will generate a corresponding intervention behavior $V(\bar{\rho})$ which can guide the running to correct paths and feed it back to the running system $\mathcal{P}$.

For software without models, we also proposed another predictive RV method which depends on code static analysis [6], as shown in Figure 1B. Control Flow Graph (CFG) of the code is extracted before software is deployed. For each control node in CFG, the event sequences related to the property in its scope are generated, and the variables whose values will be calculated at runtime and used in branch decision expression are also recorded. At runtime, the monitor will predict the property violation based on these event sequences and variable values at current state. Although the method can predict the violation more accurately since branch decision is determined at runtime, the cost may be huge for complex software.

One obvious shortcoming of above predictive RV methods is that they are not suitable for software without models or codes, or systems running in uncertain environment. These problems will be focused on in this paper.

2. Preliminaries

2.1. Linear-time Temporal Logic

Linear-time Temporal Logic (LTL) is usually used to specify the temporal behavior and properties of system. Assuming that $\mathcal{P}$ is a set of atomic propositions, and $\Sigma = 2^\mathcal{P}$ denotes the finite alphabet, LTL formulae can be defined as

$$\varphi ::= p \mid \lnot \varphi \mid \varphi_1 \lor \varphi_2 \mid X \varphi \mid \varphi_1 U \varphi_2$$

where $p \in \mathcal{P}$. There are some standard derived operators, such as:

- $\top \equiv p \lor \lnot p$
- $\varphi_1 \land \varphi_2 \equiv \lnot (\lnot \varphi_1 \lor \lnot \varphi_2)$
- $\varphi_1 \rightarrow \varphi_2 \equiv \lnot \varphi_1 \lor \varphi_2$
- $F \varphi \equiv \top U \varphi$
- $G \varphi \equiv \lnot (F \lnot \varphi)$
- $\varphi_1 R \varphi_2 \equiv \lnot (\lnot \varphi_1 U \lnot \varphi_2)$
Semantics of LTL formulae are defined with an infinite trace $\pi \in \Sigma^\omega$ and a position $i$. The $i$-th letter $\pi(i)$ of the trace $\pi$ is a subset of $P$, which can be viewed as an assignment to $P$. The standard semantics of the LTL formulae are defined as follows [7]:

$$
\pi, i \models p \in P \iff p \in \pi(i)
$$

$$
\pi, i \models \neg \varphi \iff \pi, i \not\models \varphi
$$

$$
\pi, i \models \varphi_1 \lor \varphi_2 \iff \pi, i \models \varphi_1 \text{ or } \pi, i \models \varphi_2
$$

$$
\pi, i \models X \varphi \iff \pi, i + 1 \models \varphi
$$

$$
\pi, i \models \varphi_1 U \varphi_2 \iff \exists j \geq i : \pi, j \models \varphi_2 \text{ and } \forall i \leq k < j : \pi, k \not\models \varphi_1
$$

2.2. RV and Monitoring Semantics

RV is a lightweight formal verification method that only focuses on whether the current execution of system meets certain properties. At runtime, a system trace can be treat as a finite sequence composed of system states, and different definitions of state should be given for different concerns. At hardware level, the state of the system should be defined with the combination of values of registers, memories and so on. At software level, the system state is usually defined by the locations of the program, the values of variables, the events of function calling and so on.

The current system execution at runtime is a finite prefix of the infinite trajectory. The goal of RV is to check whether this prefix satisfies the given property. Commonly a monitor will be generated from the given property according to a specific method to do this checking. Thus, from perspective of the formal language, RV solves the problem whether a given word is included in the language corresponding to the given property. Therefore, the monitor is the device that reads a finite trace and yields a certain verdict.

Monitoring semantics [15] is a set of advanced logical protocols that formally define what decision the monitor makes in different situations. Different monitoring semantics may get different conclusions. The standard semantics of LTL is defined on infinite traces, which can not be applied directly to finite traces. For two-valued semantics of LTL, there are the following three methods to solve this problem [16]. Given a finite trace $\mu$ and a LTL formula $\varphi$,

(1) Weak semantics: $\varphi$ is violated iff $\mu$ is a bad-prefix of it. Namely, for any infinite word $\nu$, we have $\mu \nu \not\models \varphi$.

(2) Strong semantics: In this case, $\varphi$ is satisfied iff $\mu$ is a good-prefix of it. That is, $\mu \nu \models \varphi$ for every infinite word $\nu$.

(3) Multi-value semantics: There exist consistency problems in two-valued semantics of LTL. Thus multi-value semantics was proposed and defined on infinite trace, such as $LTL_3$:

$$
[\mu \models \varphi]_{LTL_3} = \begin{cases}
  \text{true}, & \text{if } \forall \sigma \in \Sigma^\omega : \mu \sigma \models_{LTL} \varphi;
  \\
  \text{false}, & \text{if } \forall \sigma \in \Sigma^\omega : \mu \sigma \not\models_{LTL} \varphi;
  \\
  ?, & \text{otherwise}.
\end{cases}
$$

2.3. Discrete Time Markov Chain

Discrete Time Markov Chain is a stochastic process in mathematics for discrete events. In the process, given the current state with knowledge or information, the historical state is not considered when predict the future state. It is called markov-process. In addition, it is found that no matter what state it is, the markov-process will gradually become stable after a period of time, and the state of stability is not related to the initial state.

With a countable set $P$ of propositions, a discrete time markov chain (DTMC) $M$ is a tuple $(S, I, T, L)$, where
• \( S \) is a finite set of states;
• \( I \) is an initial distribution over \( S \), and \( \sum_{s \in S} I(s) = 1 \);
• \( T : S \times S \rightarrow [0, 1] \) is the transition matrix fulfilling \( \sum_{s' \in S} T(s, s') = 1 \) for each \( s \in S \);
• \( L : S \rightarrow 2^P \) is the labelling function.

3. Learning based Probabilistic Modelling

Event is usually used to encapsulate the behavior and interactions for many software systems, and event-triggered RV is used to ensure the reliability of a system by observing the occurrence of events. During the process of monitoring the target system running in specific environment, there is a kind of events that seem to be independent of each other. However, there often exist some hidden correlations among these events.

For example, as shown in the Figure 2, a drone often flies from point A to point B, and there is a control tower at point C that sends instruction to this drone. Event \( p \) is defined as the drone reaches the area within 100 meters around point B. The operator obtains the position information from the drone and sends instructions through the control tower. In a real environment, the communication between drone and control tower may be hindered by some obstacles, thereby leading to some flight deviation. Another event \( q \) is defined as the drone sends the position information back to control tower C. We have to monitor whether the mission can be completed successfully. On the surface, \( p \) and \( q \) are independent events, but these events contain potential probabilistic relationships since the landform such as mountains or interference sources nearby may affect the sending and receiving of information. This case will also be used in the following when describing the proposed method.

Figure 3 show the framework of learning the DTMC model of target system and environment. First, event traces related to the monitoring property need to be extracted from the log history. Then these paths are joint to form one trace from which the HMM will be learned according to the distribution of their occurrence. Here the forward-backward algorithm in machine learning is adopted. Finally HMM is transformed to DTMC, which will be used in monitor generation.

3.1. Problem Description

For the software without providing models and codes, running trajectory can be obtained from the historical running data. In the case of Figure 2 for example, we can randomly extract a great of
Before formalizing the problem, some definitions need to be introduced. A finite trace \( \pi \) is a string in \( \Sigma^* \) and length of the trace is denoted by \( \text{len}(\pi) \). \( \pi(i) \) denote the \( i \)-th location of \( \pi \) for each \( i < \text{len}(\pi) \); therefore, \( \pi(i) \subseteq \mathcal{P} \). A DTMC is a stochastic process that satisfies the following provisos:

- **Proviso_1**: The state transition distribution of the system state at time \( t+1 \) is only related to the state at time \( t \) and is independent of the states before \( t \);

- **Proviso_2**: The state transition from time \( t \) to \( t+1 \) is independent of the value of \( t \).

Given a DTMC \( M = (S, I, T, L) \) and a trace \( \pi \), and \( [n] \) to denote the set \( \{0, \ldots, n-1\} \) for \( n \in \mathbb{N} \), a mapping from \( \pi \) to \( M \) is defined as a function \( \delta \) with type \( [\text{len}(\pi)] \rightarrow S \) such that \( L(\delta(i)) = \pi(i) \).

Then, the probability of \( \pi \) w.r.t. \( M \) under \( \delta \) is defined as

\[
\text{prob}_\delta(M, \pi) = I(\delta(0)) \cdot \prod_{i=1}^\text{len}(\pi) T(\delta(i), \delta(i+1))
\]

We denote by \( \Delta_{M,\pi} \) the set that comprises all mappings from \( \pi \) to \( M \). We now calculate the value \( \sup_{\delta \in \Delta_{M,\pi}} \text{prob}_\delta(M, \pi) \) and the corresponding mapping. In other words, our goal is to find a mapping \( \delta \) that makes \( \text{prob}_\delta(M, \pi) \) as large as possible.

We can canonically lift this problem when we are given a (finite) path set \( \Pi \). In this setting, our goal is to determine a mapping \( \delta_\pi \in \Delta_{M,\pi} \) for each \( \pi \in \Pi \) and to maximize the value of \( \sum_{\pi \in \Pi} \text{prob}_{\delta_\pi}(M, \pi) \).

There have been some methods can be used to solve this problem. In this paper, we propose a method by learning a (HMM) model from traces to solve this problem.

### 3.2. Hidden Markov Model

HMM is a directed dynamic Bayesian network diagram [17] with a simple structure that is mainly used for timing data modeling, speech recognition, and natural language processing. As shown in Figure 4, HMM has two groups of variables. The first group is called the hidden or state variables \( Y = \{y_1, \ldots, y_n\} \), where \( y_i \) represents the hidden, unobservable state at time \( t = i \). Assuming that the number of all states in the model is \( N \), that is, the state space \( Y = \{s_1, \ldots, s_N\} \), we have \( y_i \in Y \). The second group is called the observation variables or display states \( X = \{x_1, \ldots, x_n\} \), where \( x_j \) represents the state that can be observed directly at \( t = j \). The observed variables can either be continuous or discrete.

Here we only consider the discrete variables since the systems monitored in our work are supposed discrete time systems. Assuming the number of observed variables is \( m \), that is, the observation space \( \mathcal{X} = \{o_1, \ldots, o_m\} \), we have \( x_j \in \mathcal{X} \).

![Figure 4. Mapping structure of HMM.](image-url)

In Figure 4, an arrow represents the dependency among variables. HMM has the following properties:

- The change of hidden states is a DTMC, that is, process \( (y_1 \rightarrow y_2 \rightarrow \ldots \rightarrow y_n) \) is consistent with the Markovian nature.
- The observed variable \( x_t \) is determined by the hidden variable \( y_t \) and is independent of other observed or hidden variables.

Based on above independence relationship, the joint distribution of \( X \) and \( Y \) is

\[
P(x_1, y_1, \ldots, x_n, y_n) = P(x_1 | y_1) \prod_{i=2}^{n} P(y_i | y_{i-1}) P(x_i | y_i)
\]

If we want to determine a hidden Markov model \( M \), then the following parameters are required in addition to the state space \( \mathcal{Y} \) and observation space \( \mathcal{X} \):

- Hidden state transition probability matrix \( A = [a_{ij}]_{N \times N} \), where \( a_{ij} = P(y_{t+1} = s_j | y_t = s_i) \), \( 1 \leq i, j \leq N \), which represents the probability of transitions between states in the model.
- Probability matrix of observation \( B = [b_{ij}]_{N \times M} \), where \( b_{ij} = P(x_i = o | y_t = s_i) \), \( 1 \leq i \leq N \), and \( 1 \leq j \leq M \), which represents the observed probability from hidden to display states. In other words, \( b_{ij} \) represents the probability that the observed value \( o_j \) is observed at time \( t \), if the hidden state at this time is \( s_i \).
- Initial distribution \( \theta = (\theta_1, \ldots, \theta_N) \), which is the probability of occurrence of each state at time \( t = 0 \), where \( \theta_i = P(y_1 = s_i) \) for \( 1 \leq i \leq N \). In other words, \( \theta_i \) is the probability that the initial state is \( s_i \).

In practice, one of the basic problems that people often pay attention to HMM is how to learn the optimal model parameters based on the sample set. It can be described as: given the observation sequence \( x = \{x_1, x_2, \ldots, x_n\} \), how to learn the model parameter \( \lambda = [A, B, \theta] \) to maximize the probability of occurrence of sequence \( P(x | \lambda) \)? Based on the traces we obtain from the log history, a HMM need to be constructed that can best describe the observed data.

### 3.3. Learning Probabilistic Model

The most popular approach to constructing a HMM model is the forward-backward algorithm. However, the forward-backward algorithm can only process one trajectory to construct HMM, so multiple trajectories need to be combined for processing. First, we deal with all the traces obtained from the log repository (the number of traces is assumed to be \( N \)). For example, if a trace \( \tau_i \) appears a total of \( m_i \) times, we use pair \( (\tau_i, m_i) \) to represent them. The corresponding HMM synthesis algorithm is presented in Algorithm 1.

**Algorithm 1: HMM generation algorithm**

**Input:** A finite set traces = \( \{(\tau_1, m_1), (\tau_2, m_2), \ldots, (\tau_n, m_n)\} \)

**Output:** HMM model \( H_m \)

1. \( \Pi \leftarrow \epsilon; \) //Initialization of \( \Pi \) as an empty string;
2. \( N = \sum \limits_{i=1}^{k} m_i; \) // \( N \) is the total number of traces
3. \( a \leftarrow \text{random}(1, N); \) // \( a \) is a random value
4. for \( j \leftarrow 1 \) to \( N \) do
5. if \( a \in [1 + \sum \limits_{k=1}^{k-1} m_k, \sum \limits_{k=1}^{k} m_k] \) then
6. \( \Pi \leftarrow \Pi + \tau_k; \) // \( \tau_k \) is concatenated to \( \Pi \)
7. \( a \leftarrow \text{random}(1, N); \)
8. \( H_m = \text{hmm}(\Pi); \) // Call forward-backward algorithm;
9. return \( H_m \);

Merging all the traces directly will introduce errors into the final model and non-existent paths, such as those transitions from the end states to the initial states. In this case, we add two states to all resulting traces, namely, \( S_{\text{init}} \) and \( S_{\text{end}} \). The introduction of these two states will improve the accuracy...
of the final model [18]. The classical forward-backward algorithm does not implement the incremental process, fortunately, there is a lot of research to solve the problem, such as the work in [19].

For example in Figure 2, we simulate the process of generating DTMC in UAV platform Ardupilot [20]. The data of all control commands and sensors are recorded into the log system of Ardupilot. We implemented an event parser to obtain concerned events from logs. After simulating the flight for 10000 times, the corresponding traces are extracted and used to generate HMM with Algorithm 1. Left part in Figure 5 depicts the HMM [A, B, θ] learned from 10000 traces, and the graphical representation of its DTMC only contain p and q is shown in the right part of Figure 5. These logs are obtained by monitoring the target drone and its environment. The DTMC model can be obtained from matrix A in HMM directly. Through experiments, we find that the accuracy of the forward-backward algorithm is closely related to two factors. First, a longer observation sequence corresponds to a higher accuracy.

Second, The similarity between the initial model and the target model will directly affect the efficiency of the algorithm.

4. Probabilistic Monitor Generation

The generated DTMC is the model of system and environment learned, which should be used together with the monitored property to determine and predict the satisfaction of property in specific state. Thus, we will generate a probabilistic monitor from DTMC and the automaton corresponding to the property. Figure 6 shows the framework of the procedures for generating probabilistic monitor.

\begin{equation}
\omega\text{-automata}
\end{equation}

A \omega\text{-automaton } A = (Q, \Sigma, \delta, Q_0, Acc) includes the following elements:

- Q is a finite set of states;
- \Sigma is a finite set called alphabet;
\( \delta : Q \times \Sigma \rightarrow 2^Q \) is the transition function;  
\( Q_0 \subseteq Q \) is the initial state set;  
\( \text{Acc} \) is the acceptance condition.

\( \omega \)-automata can be classified into deterministic and non-deterministic ones, which mainly differ in transition functions. An automaton is said deterministic if \( |Q_0| = 1 \) and \( |\delta(q,a)| = 1 \) for each \( q \in Q \) and \( a \in \Sigma \). In this case, we consider the transition function \( \delta \) to be of the type \( Q \times \Sigma \rightarrow Q \).

An input for \( A \) is an infinite string over the alphabet \( \Sigma \), i.e. it is an infinite sequence \( a = a_0, a_1, a_2, \ldots \). The run of \( A \) on such input is an infinite sequence \( \rho = r_0, r_1, r_2, \ldots \) of states, defined as follows: \( r_0 \in Q_0 \) and \( r_i \in \delta(r_{i-1}, a_{i-1}) \) where \( i \geq 1 \). Let \( \rho \) denote a run of \( A \) over the infinite word \( \sigma \in \Sigma^\omega \), and \( \text{Inf}(\rho) \) be the set of states occurring infinitely in \( \rho \). Given the different acceptance conditions, \( \omega \)-automata can be classified into different types such as:

- **Büchi automata (BA):** For accept state set \( F \subseteq Q \), \( F \cap \text{Inf}(\rho) \neq \emptyset \);
- **Rabin automata (RA):** For the set of pairs \( \{(E_1, F_1), (E_2, F_2), \ldots, (E_m, F_m)\} \), where \( E_i, F_i \subseteq Q \), there exists some \( 1 \leq i \leq m \) that \( E_i \cap \text{Inf}(\rho) = \emptyset \) and \( F_i \cap \text{Inf}(\rho) \neq \emptyset \).

In this paper, we use NBA and DRA to designate nondeterministic Büchi automata and deterministic Rabin automata, respectively.

**Directed Graph and SCC**

A directed graph \( G \) is a tuple \( (V, E) \), where:

- \( V \) is a finite non-empty set of vertices;
- \( E \subseteq V \times V \) is a finite set of directed edges.

Give a directed graph \( G = (V, E) \), and \( V' \subseteq V \). If for each pair of vertices \( x, y \subseteq V' \) there are \( x \rightarrow y \) and \( y \rightarrow x \), then we call the subgraph of \( G \) composed by the node set \( V' \) as strongly connected component \( \text{SCC} V' \).

**Maximal SCC, Bottom SCC, and Intermediate SCC**

If \( \text{SCC} V' \subseteq C \Rightarrow V' = C \) for each \( \text{SCC} C \) of \( G \), then we consider \( \text{SCC} V' \) as maximal SCC and denote it by \( \text{SCC}_m V' \).

If a \( \text{SCC} V' \) exists in \( G = (V, E) \) and \( C = V \setminus V' \), for each vertex \( x \in V' \) and \( y \in C \), there is no \( x \rightarrow y \) holds. Then we call it Bottom \( \text{SCC}_b \), denoted as \( \text{BSCC}_b V' \).

If node set \( V' \) is \( \text{SCC}_b \), but it is not \( \text{BSCC}_b \), we say the \( V' \) is an Intermediate \( \text{SCC}_i \), denoted as \( \text{MSCC}_i \).

Then given the learned DTMC and the LTL property to be monitored, we will generate probabilistic monitor according to the process shown in Figure 6.

**4.1. From LTL to DRA**

Various methods of translating a LTL formula into an equivalent Büchi automaton have been proposed in literatures. Unlike model checking, here we focus on the probability of property satisfaction when a new event is observed, thus we hope the monitor should be deterministic. Since deterministic Büchi automata are strictly less expressive than the non-deterministic ones, currently there is no way for translating NBAs into DBAs. But, McNaughton’s Theorem and Safra’s construction provide the algorithm that can translate a Büchi automaton into a deterministic Rabin automaton [21]. Thus we will use DRA as the automaton formalism of LTL property, which still need BA as intermediate representation.

The tool LTL2BA [22] can convert LTL formulas into Büchi automata. The conversion is implemented in three steps. Firstly, the LTL formula is transformed into a very weak alternating automaton (AWAA). This step mainly deals with the logical relations among the sub-formulas. Secondly, the VWAA is converted into a generalized Büchi automaton (GBA), which mainly deals with
the problem of state combinations. Thirdly, GBA is converted into BA by using an easy-to-use and well-known construction method. Finally, we use tool LTL2dstar [23] to convert BA into DRA with a worst-case complexity of $2^{O(n \log n)}$, where $n$ denotes the number of states in BA.

4.2. Generating Probabilistic Runtime Monitor

With the DTMC learned and the DRA constructed from property, we now can generate the probabilistic monitor as follow.

**Step1: Product of DRA and DTMC.** Given a DRA $A = (Q, \Sigma, \delta, q_0, ACC)$ and a DTMC $M = (S, I, T, L)$, where $\Sigma = S$, we firstly construct their production. Define the directed graph $G = A \times M = (V, E)$, where $V = \{(q, s) | q \in Q, s \in S\}$. An edge $e \in E$ has the form $e = ((q, s), (q', s'))$, which should satisfy $T(s, s') > 0$ and $q' = \delta(q, s)$. Figure 7 presents an example of this construction process, where the DRA is generated by the LTL formula $\varphi = FGp$ which is a property should be satisfied by the case in Figure 2.

**Step2: Probability Calculation.** We use $P(v)$ to denote the probability that node $v = (q, s) \in V$ will satisfy the LTL property in finite graph $G$. In order to calculate the probability of each node in $G$, the concept of $Accepted_{SCCs}$ is introduced. The acceptance condition of the DRA generated by LTL is $ACC = \{ (E_1, F_1), \ldots, (E_k, F_k) \}$. A $BSCC_s C$ is accepted if there is some $i$ such that $C \cap E_i = \emptyset$ and $C \cap F_i \neq \emptyset$. Otherwise the $BSCC_s C$ is rejected. For node $v = (q, s)$ in $SCC_s C$, its probability will be obtained as following:
(1) If $C$ is an $\text{Accepted}_{\text{SCC}}$ then $P(v) = 1$;
(2) If $C$ is an $\text{Rejected}_{\text{SCC}}$ then $P(v) = 0$;
(3) If $C$ is an $\text{Intermediate}_{\text{SCC}}$ then $P(v) = \sum_{u \in W}(T(s, s') \times P(u))$, $W$ is set of all successors of $v$, and $u$ is denoted as $(q', s')$.

We use the case in Figure 7 to describe the procedures. Figure 7A and 7B present the DRA and DTMC which are input of algorithm 1. Figure 7C gives the product of them. The initial states are nodes $(S_2, p)$ and $(S_2, q)$, then we can obtain all SCCs using the classic Tarjan algorithm and we name it $\text{FindSCC}_C$. As shown in Figure 7C, except for nodes $(S_2, p)$, $(S_2, q)$, $(S_1, q)$, $(S_1, p)$, $(S_0, p)$, $(S_0, q)$ that make up one SCCs, every other node is a SCCs.

According to the previous definition, we can easily know that node $(S_0, pq)$ and node $(S_2, \emptyset)$ are BSCCs. Based on the definition of $\text{Accepted}_{\text{BSCC}}$ and the DRA structure, we can work out the probability of $\text{Accepted}_{\text{BSCC}}$ $(S_0, pq)$ with above (1) and $\text{Rejected}_{\text{BSCC}}$ $(S_2, \emptyset)$ with (2). For all $\text{MSCC}_C$, we obtain $P$ by solving the equations based on (3). For instance, we can calculate the probability of nodes in one $\text{MSCC}_C$ with following equations:

$$
P(S_0, p) = P(S_0, p) \times T(p, p) + P(S_0, pq) \times T(p, pq) + P(S_2, q) \times T(p, q) + P(S_2, \emptyset) \times T(p, \emptyset)
$$

$$
P(S_0, q) = P(S_2, p) \times T(q, p) + P(S_2, \emptyset) \times T(q, \emptyset) + P(S_2, pq) \times T(q, pq) + P(S_2, q) \times T(q, q)
$$

$$
P(S_1, p) = P(S_0, p) \times T(p, p) + P(S_0, pq) \times T(p, pq) + P(S_0, \emptyset) \times T(p, \emptyset)
$$

$$
P(S_1, q) = P(S_2, p) \times T(q, p) + P(S_2, q) \times T(q, q) + P(S_2, \emptyset) \times T(q, \emptyset) + P(S_2, pq) \times T(q, pq)
$$

$$
P(S_2, p) = P(S_1, p) \times T(p, p) + P(S_1, pq) \times T(p, pq) + P(S_2, q) \times T(p, q) + P(S_2, \emptyset) \times T(p, \emptyset)
$$

$$
P(S_2, q) = P(S_1, pq) \times T(q, pq) + P(S_1, p) \times T(q, q) + P(S_2, q) \times T(q, q) + P(S_2, \emptyset) \times T(q, \emptyset)
$$

The above equations are solved using Gaussian–Elimination method and the probability of each node can be obtained then. As show in these equations, to calculate the probability of node $(S_2, q)$, we should know the probability of node $(S_2, \emptyset)$ which we have worked out before. So in fact the process of the calculation is Depth-First-Search (DFS) which consists with the process of Tarjan algorithm. Because of this fact, once we find a $\text{SCC}_C$ through the Tarjan algorithm, we can calculate the probability of each node in this $\text{SCC}_C$ which meet formula $\varphi = FGp$, as shown in Figure 7C.

**Step3: Optimization.** After calculating the probability of each state based on $G = A \times M$, $G$ and the labelled probability make up the runtime monitor. For some states in the monitor, the probability labels are 0 or 1. These states can be merged to optimize the structure of the monitor. In this example, given that the probability labels for states $(S_0, pq)$ and $(S_1, pq)$ are both 1, they can be merged to optimize the monitor as shown in Figure 7D.

5. Implementation and Evaluation

The tool framework and running process of the probabilistic runtime monitor is briefly described in Figure 8. It extracts the events of interest from event acquirer module. When an event occurs, the probabilistic monitor will perform a transition based on its current state and the received event. Based on the system requirements, if the probability value exceeds our specified gate value, then some predefined behavior will be executed, such as an alarm. When an alarm occurs in the system, the
events labelled on the transitions in the monitor following current state can help controller to change the direction of the system running by trigger a specific event.

**Figure 8.** The framework of tool implementation in the UAS simulation platform Ardupilot.

In the process of running the system, the Acquirer obtains the events from the target system and environment, and Prob_M is the main part of the monitor platform which stores the structure of the monitor and changes its state based on the event obtained by Acquirer. The Controller decides which control event should be issued in next step when the system encounters a problem, or prompts what external command intervention are needed to maintain the system in safe state. In the static phase, we can use the traces newly added to the log library to update the learned model, which can continuously improve the accuracy of the probabilistic monitor.

Compared with our work, traditional RV monitor under binary semantics of LTL faces the semantic problem of consistency, since they should give a new semantics of LTL on finite traces. Although the monitoring method under three-valued semantics of LTL can satisfy impartial and anticipatory requirements [7], the monitor does not produce more quantitative results when the satisfaction of property in many states are output as “?” (inconclusive). Meanwhile, the probabilistic monitor can exactly determine the quantitative evaluation of satisfying the LTL property in current state, thereby greatly expanding its application scenarios and making up the insufficiency of other RV methods.

Furthermore, our probabilistic monitors can adjust the subsequent execution of the target system. Specifically, when the system is running, people know which “event” can increase or decrease the future probability for the system to meet the property. The existing runtime monitors are unable to achieve this purpose.

To show the effectiveness of the method proposed above, we applied the probabilistic RV and its tool to actual UAS platform Ardupilot. It is generally known that the hardware or software defects and the presence of external malicious attacks pose a great threat to the security of UAS. Let’s consider the following situation.

When UAS reconnaissances a hostile force area, if it encounters dangerous conditions (such as abnormal signal interference), in order to balance the task completion and UAS safety, we set the following rules: Firstly, if detection task has been initialized, the drone will not accept abnormal signal (both from the region and the console), until the task has finished or the task is interrupted (such as receiving a normal command of stopping detection); Secondly, if the task has not been initialized after enter this hostile area, the task will not be started to ensure the safety of UAS.
Therefore, we define the following events: (1) \( p \): the UAS is in the state of executing critical task, and (2) \( q \): the UAS has received abnormal instruction. Then the property can be expressed by LTL formula:

\[
\varphi = G((p \rightarrow (\neg q \lor \neg p)) \land (\neg p \rightarrow G \neg p))
\]

(A) The DRA corresponding to the LTL formula: \( \varphi = G(p \rightarrow (\neg q \lor \neg p)) \land (\neg p \rightarrow G \neg p)) \).  
(B) The DTMC model extracted from UAV log Library.  
(C) Probability monitor generated by the algorithm in this paper.  
(D) The monitor generated by tool LTL3tools is based on three-value semantics of LTL.

Figure 9. The experiments of probability monitor compared with monitor based on three-value semantics.

The corresponding DRA of property \( \varphi \) is generated and shown in figure 9A, and the DTMC model (based on propositions \( p \) and \( q \)) of this UAS is obtained by learning the log history of multiple flight simulations, which is shown in figure 9B. The probabilistic monitor is generated from above DRA and DTMC as shown in figure 9C. Depend on this monitor, 200 system running traces with length 1000 (in fact the trace should be infinite, here length 1000 can embody the effectiveness of the method) are checked whether they satisfied this safety property. As the result, there are 140 traces finally arrive the state with probability 1.000 that satisfies the property, and for the left 60 traces the probability is 0.000. The ratio of the traces satisfying the property in all traces is 70%, which is close to the probability on the initial node with the probability 72.59%.

To compare with our method, similar experiments with same data is conducted under the semantics of LTL3. Firstly, the same LTL formula is transformed into the monitor shown in figure ?? by applying LTL3 tool. Obviously, there is no state of \( true \) in this monitor because the formula is begin with operator \( G \), and \( true \) cannot be obtained in infinite word under the semantics of LTL3. It is because LTL3 method does not consider the environment that system runs in. But our probabilistic monitor learned the model from history of both system and environment, and use these information in the monitor. By repeating the same 200 traces, the LTL3 monitor get the results with 140 uncertain and 60 false. It can be found that probabilistic monitor can get not only the quantitative value of system’s
6. Conclusion

For the system without accurate model and program code, or running in the uncertain environment that cannot be predicted before deployment, we propose an approach to constructing probabilistic monitor to detect property violation at runtime. The method utilizes the history traces from the log repository of target system to learn the HMM model which represents the behavior of both system and environment. Then the DTMC model is obtained from HMM. Together with the DRA generated from LTL formula, the probabilistic runtime monitor can be generated after calculating the probability of state in the product of DTMC and DRA. Probabilistic monitor has a good application scenario in which the LTL property originally cannot be quantitatively judged with existing RV methods, and it also can provide directional guidance for system intervention. We implemented the corresponding tool on the UAS platform Ardupilot, and the experiments show the effectiveness comparing with other methods such as $LTL_3$.

In the future work, we plan to study the method of building probabilistic monitor with online incrementally learning, so that when the target system's log library grows, the model learned can become more accurate in time. Furthermore, for the probabilistic monitor containing guidance information, we will study an effective intervention mechanism.
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