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Abstract 

Rationale: Major depressive disorder (MDD) is characterized by signaling aberrations in 

interleukin (IL)-6, IL-10, beta-endorphins as well as mu (MOR) and kappa (KOR) opioid 

receptors. Here we examined whether these biomarkers may aid in the classification of unknown 

subjects into the target class MDD. 

Methods: The aforementioned biomarkers were assayed in 60 first-episode, drug-naïve depressed 

patients and 30 controls. We analyzed the data using joint principal component analysis (PCA) 

performed on all subjects to check whether subjects cluster by classes; support vector machine 

(SVM) with 10-fold validation; and linear discriminant analysis (LDA) and SIMCA performed on 

calibration and validation sets and we computed the figures of merit and learnt from the data.  

Results: PCA shows that both groups were well separated using the first three PCs, while 

correlation loadings show that all 5 biomarkers have discriminatory value. SVM and LDA yielded 

an accuracy of 100% in validation samples. Using SIMCA there was a highly significant 

discrimination of both groups (model-to-model distance=87.5); all biomarkers showed a 

significant discrimination and modeling power, while 10% of the patients were identified as 

outsiders and no aliens could be identified. 

Discussion: We have delineated that MDD is a distinct class with respect to neuro-immune and 

opioid biomarkers and that future unknown subjects can be authenticated as having MDD using 

this SIMCA fingerprint. Precision psychiatry should employ SIMCA a) to authenticate patients as 

belonging to the claimed target class and identify other subjects as outsiders, members of another 

class or aliens; and b) to acquire knowledge through learning from the data by constructing a 

biomarker fingerprint of the target class.   
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Introduction 

 Major Depressive Disorder (MDD) is one of the most prevalent psychiatric disorders 

worldwide. It has been estimated that 322 million people worldwide live with depression and its 

prevalence varies by WHO Region, from a low end of 2.6% among males in the Western Pacific 

Region to 5.9% among females in the African Region [1]. A large body of evidence supports the 

view that activation of immune-inflammatory pathways may contribute to the pathophysiology of 

MDD [2, 3]. Furthermore, immune-inflammatory biomarkers have been widely investigated in 

MDD [4, 5] and some of those have been proposed as candidate biomarkers for both the diagnosis 

and prediction of treatment response in MDD [6, 7]. In routine psychiatric practice, the diagnosis 

of MDD mainly relies on the clinical assessment and subjective evaluation of depressive 

symptoms, whilst no validated biomarkers have been incorporated as part of the diagnostic criteria 

for MDD [8-10].  

Immune-inflammatory mediators play a relevant etio-pathological role in MDD and may 

affect other pathways including neurotransmission systems (serotonin, glutamate) and 

neuroprogressive pathways [10]. Endogenous opioids and their cognate receptors in the central 

nervous system are important regulators involved in the neurobiology of a variety of psychiatric 

illnesses including MDD [11]. A growing body of research indicates that the endogenous opioid 

system is directly involved in mood regulation and is dysregulated in MDD [12]. 

 Recently, we reported highly significant aberrations in the opioid system in individuals 

with MDD relative to controls including elevated serum β-endorphin and κ-opioid receptor (KOR) 

levels as well as a decrease in μ-opioid receptor (MOR) levels [13]. Furthermore, these alterations 

in the opioid system were strongly associated with increased cytokine levels, including IL-6, a pro-

inflammatory cytokine, and IL-10 an anti-inflammatory cytokine [13]. 
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 Those inter-group differences are often mis-interpreted as evidence that these 

abnormalities actually comprise biomarkers for MDD. Consequently, different types of 

biomarkers have been proposed, including state and trait biomarkers, staging biomarkers, 

biomarkers of treatment response, etc. [14]. Nevertheless, it is clear that statistical significances 

(at p=0.05, for example) of biomarker differences between the target class (MDD) and controls do 

not validate those assays for routine clinical use as predictive biomarkers. In far fewer studies, 

figures of merit are computed including sensitivity (the proportion of individuals with disease who 

are correctly identified as such), specificity (the proportion of individuals without disease who are 

correctly identified as such), positive predictive value (the proportion of individuals with positive 

test results who in fact have the disease), as well as the area under the receiver operating curve 

(ROC) which summarizes an assay’s overall discriminatory performance. Those figures are then 

employed to denote that those biomarkers are highly sensitive and specific or predictive for the 

target class (e.g. MDD or endophenotypes, treatment responder) versus controls. A sensitivity of 

around 50-65% and a specificity of 96% is commonly used as denoting a good diagnostic 

performance [15], whereas in some cases a sensitivity of 80% and a specificity of 51% (for the 

Hypomania-Checklist-32) is already considered to provide enough evidence to support such a 

claim [16, 17]. These figures of merit are often prematurely used on other study groups not used 

to compute the diagnostic performance to propose new theories, e.g. the bipolar spectrum theory 

applied to fibromyalgia, with implications for psychiatric nosology [17]. 

 Moreover, a combination or panel of different biomarkers (e.g. obtained through high-

throughput omics-based assays) in a new predictive model is likely to offer a better prediction than 

the use of single biomarkers. Toward this end, machine learning techniques such as support vector 

machine (SVM) and linear discriminant analysis (LDA) may be used to build prediction models 
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[18, 19]. These type of techniques are known as supervised pattern recognition or supervised 

machine learning methods whereby diagnostic classes or groups are predefined a priori [18, 20-

25) [the latter references are frequently used in the Introduction and Methods sections and therefore 

we do not always repeat these citations].   

However, any new (i.e. “candidate”) biomarker set should also be validated by taking into 

account the reliability of the biomarker model to forecast the target class [26, 27]. Toward this 

end, a modelling procedure applied to a training or calibration set is used in order to construct the 

new biomarker model, which is subsequently validated on unknown subjects who were not 

previously considered during model building. Modelling procedures performed without this 

validation step are likely to result in an overfitted or overtrained model. Several methods may be 

employed to validate the models and to compute figures of merit. These include bootstrapping, 

which generates new data sets by resampling existing data points with replacement, cross-

validation, which partitions a current data set into equal portions, and split the study group into 

two sets, namely the training (calibration) and test (validation) sets. For example, cross-validation 

may be used to optimize the internal parameters of SVM and to assess its accuracy, while a new 

LDA model should be validated using a train-test splitting method. Figure 1 shows this procedure 

comprising a training (calibration) stage and a validation (test) stage. 

Nevertheless, there are a number of methodological challenges and limitations with 

machine learning techniques such as SVM and LDA. For example, LDA entails restrictive 

assumptions including multivariate normality and homogeneity of variance and can be biased due 

to outliers and multicollinearity [28, 29]. Moreover, LDA modeling explicitly maximizes the 

differences between classes which may lead to overfitting [30]. Also, SVM employs decision rules 

that are challenging to interpret [19], and the technique is prone to over-fitting [31]. As a 
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consequence, the knowledge acquisition provided by LDA and SVM models is limited to 

interpretation of discriminant scores, support vectors and SVM weights. Most importantly, 

because LDA and SVM operate based on the assumption that all subjects must belong to one of 

the pre-specified classes [32], subjects not belonging to any of the presumed classes (outsiders) 

cannot be identified as such. 

Soft independent modelling of class analogies (SIMCA) is another supervised 

classification method whereby separate models are built for each class (thus one model for MDD 

and one for controls) using principal component analysis (PCA) [18, 19, 32, 33]. Thus, SIMCA is 

a class-modeling technique that constructs confidence envelopes around the models of the 

predefined classes, which, as a consequence, comprise similar subjects with common features or 

characteristics [18, 19]. Consequently, SIMCA is applied to the class models whereby subjects of 

a test set or unknown subjects are projected to the class models. Consequently, the orthogonal 

distances of the subjects to the class models are computed (Si) as well as their leverages (Hi; the 

distance of the subject’s projection to the model centre). By comparing the subjects’ distances to 

the model subspaces at a predefined significance interval (e.g. alpha=0.05), subjects are allocated 

to the model classes and identified as belonging to the target class (MDD class members), 

alternative class members (healthy controls), both classes (hybrids) or none of the classes 

(outsiders). The latter consists of strangers (subjects with high Si and Hi values), and subjects with 

either high Si or high Hi values [25]. Moreover, healthy controls that intrude into the MDD target 

class are identified as aliens.  

The advantages of SIMCA are that this method a) does not force a subject to belong to a 

specific class; b) allows the verification of authenticity of target class members, i.e. whether a 

subject with MDD actually belongs to the claimed MDD class or alternatively is a hybrid, stranger 
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or an alien; and c) identify new (unknown) subjects as belonging to one of these modeled classes 

(25, 32]. Another important advantage of SIMCA is that the number of observations does not have 

to be higher than the number of variables as in other pattern recognition methods [25]. However, 

SIMCA has never been used to assess the ability of neuro-immune and opioid biomarkers to 

identify and authenticate MDD patients.  

Hence, the present study was conducted to examine whether a biomarker set based on 

serum levels of IL-6, IL-10, β-endorphins, KOR and MOR may be used to classify (SVM and 

LDA), identify (SIMCA) and authenticate (SIMCA) unknown subjects into the target class of 

patients with MDD. Based on this example and our experience with these methods since 1990 [18, 

19, 23] the second aim of this paper is to propose new criteria to define new models (decision 

rules) developed to classify, identify and authenticate patients with MDD (and other neuro-

psychiatric and medical disorders). 

 

Subjects and Methods 

Participants 

 The present study recruited 60 drug-free male participants with MDD aged 14–70 year and 

30 age-matched healthy males as a control group. The samples were collected at “The Psychiatry 

Unit”, Al-Hakeem General Hospital and at a private psychiatric clinic run by an assistant professor 

in psychiatry, Najaf Governorate-Iraq during the period of January to July 2017. The diagnosis 

was made using criteria of the 4th edition of Diagnostic and Statistical Manual of Mental Disorders 

(DSM-IV) [34]. Severity of depressive symptoms was assessed using the 24-item Hamilton 

Depression Rating Scale (HDRS) one or two days before blood was drawn and only MDD patients 

with a total HDRS score >21 were enrolled in the present study. Patients were evaluated by a full 
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medical history. We excluded subjects with systemic disease that may affect immune parameters, 

including diabetes type 1, autoimmune disorders, psoriasis, neuro-inflammatory disorders, 

inflammatory bowel disorder, COPD, and chronic kidney disease. We also excluded MDD patients 

who were medicated, and subjects with other-axis I diagnosis including schizophrenia, psycho-

organic disorders and substance abuse. To eliminate any effects of overt inflammation from other 

disorders, serum C-reactive protein (CRP) was evaluated in all samples and we excluded subjects 

with CRP values >6 mg/L. Written informed consent was obtained from all participants, according 

to the guidelines laid down in the current version of the Declaration of Helsinki, after approval 

from the ethics committee (IRB) of the College of Science, University of Kufa, Iraq (229-1/2017). 

  

Methods 

 Five milliliters of venous blood samples were drawn, utilizing disposable needle and plastic 

syringes, from patients and controls. The samples were transferred into a clean plain tube. 

Haemolyzed samples were discarded. Blood was left at room temperature for 15 min for clotting, 

centrifuged 3000 rpm for 10 min, and then serum was separated and transported into two 

Eppindroff tubes to be stored at -80 °C until analyzed. Serum CRP was measured using a kit 

supplied by Spinreact®, Spain. The test is based on the principle of the latex agglutination. 

Commercial ELISA sandwich kits were used to measure serum KOR and MOR (MyBioSource, 

Inc. CA, USA) and β-endorphin, IL-6, and IL-10 (CUSABIO Co., China). The procedures were 

followed exactly without modifications according to manufacturer’s instructions. The intra-assay 

coefficient of variation (CV) (precision within an assay) were < 7.0%.  

 

Statistics 
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The measurements of the 5 biomarkers, namely IL-6, IL-10, β-endorphin, KOR, MOR and 

the z unit weighted composite score zMOR-zKOR, used here are presented in another study [35]. 

We selected those variables because they are not affected by smoking, age or body mass index 

(BMI). Differences in the 5 biomarkers among both classes are displayed as mean (SE) values 

computed on the z-scores of the 5 biomarkers. We used multivariate general linear model (GLM) 

analyses to examine the effects of diagnosis (MDD versus controls) on the biomarkers (while 

adjusting for age, sex and BMI), and tests for between-subjects effects (univariate GLM) were 

employed to assess the effects of significant explanatory variables on each biomarker.  

 

Use of principal component analysis (PCA) and correlation loadings. 

We used PCA as an unsupervised learning method and performed a single, joint PCA on 

the 5 biomarkers in MDD and controls combined in order to visualize the distribution of both 

classes in the multivariate space [25]. A standard deviation weighting process, 20-fold cross-

validation scheme, and singular value decomposition were used. For the visualization of PC scores 

in different 2D and 3D dimension combinations (PC1 and PC2, PC1 and PC2 and PC3, PC1 and 

PC3, PC2 and PC3, etc), the two groups were differentiated by marker colours and shapes. In the 

same 2D PC plots, we display Hotelling’s T² ellipse (alpha=0.05%) to highlight outliers that may 

influence the model. We set outlier limits based on 0.05% F-residuals and Hotelling’s T2 and 

computed the percentage of variance explained by the consecutively extracted PCs. Various 

variances including the ratio of calibrated versus validated residual variance, residual variance 

increased limits, and Q-residuals [25] were also checked. Correlation loadings for each of the 

biomarkers are shown in the displayed PC dimensions. This plot comprises 2 ellipses, one 
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indicating 100% explained variance (outer ellipse) and another indicating 50% of the explained 

variance (the inner ellipse).   

 

Support Vector Machine (SVM)  

SVM Classification is a supervised pattern recognition method that is useful as a tool of 

supervised classification and learning and this method is commonly employed as a data mining 

method. We applied SVM with linear kernel (linear SVM) and radial basis function kernel (RBF 

SVM) using the Unscrambler [25].  The input variables were normalized using a standard deviation 

weighting process and the model was validated using a 10-fold cross-validation scheme. Support 

vectors, which define the optimal decision boundary separating the MDD and control classes, are 

selected from original samples located close to the decision boundary [25]. Various values of the 

capacity factor C are examined to optimize the classification performance. Figures of merit are a) 

the confusion matrix showing the classification results in the form of predicted classes versus 

actual classes; and b) the accuracy of the classification that is the percentage of correctly classified 

cases in the calibration and validation samples. Classification results are shown in a 2D scatter plot 

with the two best biomarkers as the axes. 

  

Linear discriminant analysis (LDA) 

LDA is another supervised pattern recognition method that is commonly used to classify 

objects. LDA develops a model or decision rule, which is determined by the probability 

distribution within the classes and which can be employed for allocating new subjects to the most 

probable class. As with SVM, the most important figures of merit are the confusion matrix and the 

accuracy of the classification (prediction rate). The loadings of the input variables (biomarkers) on 
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the discriminant scores may be used to extract the features that discriminate the classes. We also 

display a discrimination plot, which visualizes the LDA results of the training samples or the 

validating samples where subjects are projected onto the trained LDA model. The axes show the 

canonical discriminant components whereby subjects (colour and shape-coded according to the 

predefined class) located close to zero on an axis are associated with that class. 

 

Soft Independent Modeling of Class Analogy or Statistical Isolinear Multiple Component Analysis 

(SIMCA) 

As described in the Introduction, SIMCA is a class modeling technique whereby the 

predefined classes are modeled separately (one model per class) using PCA. In the training sets 

(containing both MDD and controls), the number of PCs used to build is delineated by cross-

validation and thus may differ between the classes. As such, the class PC models describe the 

analogous features and similarities between the subjects in the model classes. New subjects (test 

set) are classified into the class for which they display the best similarity thereby assessing how 

adequately the model can fit these subjects. As such, SIMCA assigns new subjects 

(identification) to computed boundaries between classes modeled by PCA. The decision rule to 

delineate those boundaries is based on two distances, namely Si (the subject to model distance 

which reflects how far the subject is located from the target class) and Hi or leverage of one 

subject to the model centre, reflecting how different the subject is from the other subjects in 

that class [25]. Critical distance limits are calculated for both Si and Hi and these are used for 

classification purposes by accepting target class members using F tests at a false negative ratio 

of α=0.05 (or 0.01). Using the subjects in the test set, subjects are projected into both class 

models and the computed distances and their critical limits determine subject assignation. 
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Figures of merit comprise a) the model-to-model distance which indicates how different 

the models are with regard to each other. A distance > 3 indicates that the models can be adequately 

distinguished and a distance between 0 or 1-2 indicates that there are no significant differences 

between both classes [18, 23, 25, 33]. Large model-to-model distances (e.g. > 20 and >50) imply 

strongly separated models. b) The modeling power of the input variables reflects the contribution 

of that feature to the modeled classes. Values close to 1 indicate a strong impact of that biomarker 

on the modeled class, whereas values < 0.300 indicate low modeling power. Features with a low 

modeling power may be eliminated from the final model (feature selection). c) The discrimination 

power reflects the power of the features to discriminate both class models and therefore the impact 

of the biomarkers to classify objects. Features with low discriminatory power may be eliminated 

from the model. d) Identification of the subjects as members of a class, hybrids (belonging to two 

classes), outsiders (not belonging to any class), strangers or aliens and authentication of subjects 

as belonging to the target class [25, 32]. 

We have performed two different SIMCA analyses, namely a) we employed all MDD 

patients and all controls to model both classes and assessed the model-to-model distance and 

modeling and discriminatory power of the features. This analysis does not aim to make a predictive 

model of the target groups, but rather examines the separation between the PCA models. Therefore, 

only gross or extreme outliers are eliminated, namely outliers that completely influence the PCA 

model for example when one outlier determines the variance in one PC leaving most of the 

variance in the following PC. Nevertheless, subjects with high residual and leverage values are 

used to construct the models as long as they are not influential and, therefore, subjects who are 

different from the other subjects are not per se eliminated from this analysis. b) Secondly, we used 

a training (50% of the MDD and 50% of the control subjects) set to estimate predictive models of 
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the MDD and control classes and a test (the remaining 50% of the MDD and controls samples) set 

to validate the models. The PCA models of both classes are constructed by eliminating outliers as 

detected in score, influence and stability plots, sample residual vs samples and Hotelling’s T2 vs 

samples plots and through inspection of residual values and leverages. Subjects with increased 

leverages and residual values may be eliminated from the model when they are influential outliers 

and also subjects with more extreme F-residual values and Hotelling’s T2 values will be eliminated 

if they show biomarker values that are not relevant to the model.  

In this study we used different SIMCA plots. a) SIMCA classification as visualized using 

Cooman’s plot which is a Si to Si plot that shows the subject to model distances plotted for both 

classes along orthogonal axes. b) The Si vs Hi plot displays Si (subject to model distance) and Hi 

(leverage) for a given class as well as the class limits at α=0.05. The Si/S0 vs Hi plot shows the 

residual standard deviation (relative distance of the subjects to the class model) as well as Hi. The 

class membership limits allow to classify subjects: when they fall within the class limits, subjects 

belong to the target class and are therefore authenticated, whereas when they fall outside the limits 

they are outsiders, either strangers or members of another class. This plot also allows to detect 

aliens, namely members of another class that intrude into the target class critical limits. c) The 

discriminatory power plot which displays the discriminatory power for all biomarkers and thus 

shows their power to discriminate the class models.  

 

Results. 

GLM analysis 

Figure 2 shows the mean (SE) values of the z scores of the 5 biomarkers in both MDD 

patients and controls. Multivariate GLM analysis (adjusted for age, BMI and smoking) shows that 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 25 March 2019                   



16 
 

there is a significant effect of diagnosis (F=66.51, df=1/5/80, p<0.001) and that all 5 biomarkers 

are significantly increased in MDD as compared with controls (all at p<0.001). Age (F=1.73, 

df=5/80, p=0.138), BMI (F=1.28, df=5/80, p=0.282) and smoking (F=1.68, df=5/80, p=0.148) are 

not significant, 

 

PCA 

Figure 3 shows the PC score plot, namely PC1 vs PC2, which visualizes the actual subject 

distribution in the 2D space made up by both PCs. PC1 and PC2 explains together 72% of the 

variance, while PC3 explains 14% of the variance. Thus, the three first PCs explain a large part of 

the variance (86%) and, therefore, the separation and loadings of the biomarkers on the PCs can 

be interpreted accurately. Both classes group together with MDD patients clustering at the right-

hand side of the plot, whereas controls cluster together at the left-hand side. There is no overlap 

between the two groups and all subjects are well separated, although there are no large boundaries 

(streets) between both groups. The PC1 vs PC3 plot shows a similar distribution pattern (not 

shown). Figures 4a and 4b show the correlation loadings of the 5 biomarkers on PC1 vs PC2, and 

PC1 vs PC3, showing that all 5 biomarkers contribute to the differentiation of both classes.  

 

SVM 

The SVM with linear kernel delineated 8 support vectors (including 4 controls and 4 MDD 

patients). The confusion matrix shows that all 30 controls and all 60 MDD patients were correctly 

classified and that the accuracy of the classification is 100% both before and after 10-fold cross-

validation. Figure 5 shows a plot of the classification results with IL-10 and zKOR-zMOR, which 

yield the best differentiation of the two classes, as input variables. In order to examine the ability 
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of the model to predict class membership of new subjects, we have rerun the SVM analysis on a 

training (50% of the patients and the controls) and a validation (the remaining 50% of patients and 

controls) set. Seven support vectors were selected to construct the model (3 controls and 4 MDD 

patients). Projecting the validation set on the SVM model showed an accuracy of 100%. Again, 

the two classes are best separated when zKOR-zMOR and IL-10 were used as inputs. 

 

LDA 

 LDA was performed on training (50% of MDD and 50% of controls) and test (remaining 

50% of MDD and controls) sets. The confusion matrices of both the training and validation 

samples showed that all subjects were correctly classified either as controls or MDD patients. 

Figure 6 shows the LDA discrimination plot for the subjects in the training set. Both classes are 

well separated and are located relatively close to zero on the corresponding axes.     

 

SIMCA 

In order to construct a first SIMCA model on all MDD patients and controls, we deleted 

three healthy controls (statistical outliers) from the model, while there was no evidence that any of 

the MDD patients should be omitted from the model. MDD and controls were each modeled using 

4 PCs. We found that the model-to-model distance was 87.5 indicating a strong separation of both 

classes. All controls were indentified as belonging to the control class, whereas all MDD patients 

were identified as belonging to the MDD model, except one MDD patient who was identified as 

an outsider. This subject showed a leverage that was quite similar to the other MDD members, 

while the Si/S0 ratio was higher than the other MDD members. Figure 7 shows the discrimination 

plot with discriminatory power of all biomarkers in separating MDD from controls with in 
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descending order of discriminatory power: IL-10, zKOR_zMOR, KOR, β-endorphin and IL-6. The 

modeling power of all biomarkers was highly significant in controls (all > 0.95) and MDD patients 

(all > 0.65). Consequently, no features were excluded to compute the final model.    

A second model was constructed on a calibration set (50% of MDD patients and 50% of 

controls), whilst the remaining subjects were used as the validation set. During the training step, 

we eliminated one control as a statistical outlier (same subject that was also excluded from the first 

SIMCA model). MDD and controls were each modeled using 4 PCs. The distance between the 

models was 131.7 and inspection of membership classification showed that 3 MDD patients were 

indentified as outsiders. None of the controls intruded the MDD hyperspace, while one control 

was identified as an outsider because the Si/S0 value was somewhat increased, while its leverage 

fell within the normal range. Figure 8 shows the Si/S0 vs Hi plot and the 27 MDD patients that 

were authenticated as well as the three MDD patients that were identified as outsiders. As such the 

sensitivity of the model in authenticating MDD subjects is 90% with a specificity of 100%.  

 

Discussion 

The first major finding of this study is that patients with MDD are highly significantly 

separated from healthy controls using neuro-immune and opioid biomarkers as input variables in 

different supervised learning techniques. These data show that interrelated aberrations in pro-

inflammatory (IL-6) and immune-regulatory cytokines and the opioid system are useful as a 

decision rule to classify patients with MDD and, thus, that an interrelated upregulation of those 

pathways is involved in the pathophysiology of MDD [13]. Using SVM and LDA, we developed 

and validated biomarker decision rules that achieved 100% accuracy, and therefore these models 

may be employed to classify unknown subjects into MDD or control classes. While LDA has been 
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used since the 1990s to classify patients with MDD using biomarkers [18, 23], SVM was only 

recently used to classify MDD patients based on brain imaging, metabolomics and EEG-based 

functional connectivity data (e.g. [36]). However, the figures of merit of the most recent SVM 

studies show often a reasonable sensitivity (78% to 90%) but lower sensitivity (32.0-79.7%) [36, 

37]. In other machine learning studies, such as EEG-based functional activity and NMR-based 

glucose-lipid signaling, much better figures of merit were obtained [38, 39]. 

The second major finding of this study is that SIMCA is a better tool to learn from the data 

thereby obtaining a more precise identification of the subjects as compared to LDA and SVM. At 

first sight it could be concluded that LDA and SVM are more accurate than SIMCA as the former 

methods correctly classified more objects. An increased alpha error (high number of wrongly 

rejected patients) is a known problem of SIMCA [40] and, consequently, some authors concluded 

that SIMCA is not as adequate as other supervised techniques [41]. 

Nevertheless, as stated in the Introduction, there are a number of problems with LDA and 

SVM, the most notably being that these techniques force subjects to be classified as cases or 

controls. SIMCA, on the other hand, improves precision of the identification process by detecting 

statistical outliers, hybrids, outsiders, aliens and strangers. This is an important benefit as there are 

often (especially in neuro-psychiatric research) subjects that may be classified as hybrids (in the 

case of overlapping classes), while other subjects do not belong to any class (outsiders). Also, 

subjects belonging to the target class but showing a high leverage may be detected by SIMCA 

through inspection of Cooman’s and Si/S0 vs Hi plots. The presence of outsiders, hybrids and 

strangers is likely to decrease the success rate of LDA and SVM decision rules when predicting 

class membership of unknown subjects. Finally, SIMCA may also authenticate cases belonging to 

the target class as real members of the claimed class. As such, we detected that in our study sample 
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90% of the MDD patients in the test set could be established as real members and that three MDD 

patients showed higher Si values (wrongly rejected), but normal leverage, while no aliens could 

be detected (or no controls intruded the MDD hyperspace). As such, our SIMCA model is useful 

to identify and authenticate new unknown cases. Table 1 shows a comparison of the different 

supervised methods used in our study and their ability to differentiate, discriminate, classify, 

validate, identify and authenticate subjects with MDD and controls. 

A second major disadvantage of LDA and SVM is that knowledge acquisition through 

interpretation of the models learned from the data is limited. The discriminant scores and SVM 

weights of the models are difficult to interpret and in addition are prone to multicollinearity 

especially when there are strong intercorrelations between the input variables [19, 29, 42]. In 

contrast, evaluation of SIMCA results allows a more profound knowledge acquisition including 

feature extraction of the PCA models, the model-to-model distance, and the modeling and 

discriminatory power of the features. Thus, by constructing envelopes around the data points of 

both classes using PCA, one can describe the common properties or similarities of the subjects in 

a class. The model-to-model distance allows to evaluate the degree of separation of both classes 

[18, 23] whereby a distance > 3 indicates that both classes are well separated. This may address 

important and heavily debated issues including the quantitative versus qualitative theories of 

melancholia versus simple major depression [18, 23], deficit versus non-deficit schizophrenia [19] 

or Myalgic Encephalomyelitis versus chronic fatigue syndrome [24]. Since SIMCA constructs 

multi-dimensional envelopes (ellipses) around the data points of cases and controls, a large 

distance between both models indicates that those models occupy distinct spaces in the 

multivariate hyperspace and, thus, that they are qualitiatively distinct [18]. Another relevant 

question is whether a critical limit can be proposed to ensure a good accuracy of the SIMCA model 
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in predicting class memberships based on the model-to-model distance. Based on our experience 

with SIMCAs performed on most of our data sets since 1990, we would recommend very high 

values, e.g. > 20 and >50 although these large distances are rarely obtained in neuro-psychiatric 

research using current biomarkers, which most often tend to overlap between cases and controls. 

For example, Kanchanatawan et al. (2018) [19] observed that cases with deficit schizophrenia were 

well-separated from non-deficit schizophrenia using biomarkers and cognitive tests, however these 

differences were insufficient to use the model to identify unknown subjects (model-to-model 

distances were around 4-15). Other important learning points are the modeling and discriminatory 

powers which in addition may be used to reduce the number of features when the modeling and 

discriminatory power are below a certain limit. In the present study we found that all 5 biomarkers 

were very useful to model the MDD and control classes, and that IL-10, the KOR-MOR ratio and 

KOR were top-3 features discriminating both classes. 

Nevertheless, inspection of the Si/S0 vs Hi plot shows that some MDD patients are too far 

away (high Si distance) from the class limits (wrongly rejected patients), whereas part of the 

controls show a tendency to come closer to the MDD class limits. One method to further improve 

authentication of these subjects is to add more predictors to our decision rule. Such variables 

should not only comprise peripheral biomarkers, but also brain imaging, EEG, metabolomics (see 

above) and clinical data [8]. Hence, using a combination of biomarkers and clinical data (severity 

of illness, severity of symptom dimensions) can considerably improve the detection and prediction 

of “pathway phenotypes” or pathway-related diagnostic classes [8]. Likewise, the results of the 

present study suggest that our biomarkers could be added to selected clinical diagnostic criteria to 

learn from these combined data and pathway-phenotypes. Other examples of newly developed 

pathway-phenotypes are tryptophan catabolites combined with somatization symptoms (using 
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SIMCA); pro-inflammatory cytokines combined with post-exertional malaise in chronic fatigue 

syndrome (using SIMCA); IgA responses to tryptophan catabolites combined with cognitive 

disorders and negative symptoms in schizophrenia (using SIMCA); and antioxidant levels 

combined with staging features in affective disorders (using Partial Least Squares path modeling) 

[8, 19, 24, 43]. 

Nevertheless, our SIMCA, LDA and SVM decision rules and the SVM classifiers 

developed by other authors have a number of limitations. Firstly, we have a priori selected our 5 

biomarkers not to be affected by age, BMI and smoking and performed our study in males only. 

We also examined only drug-naïve patients and used many exclusion criteria and therefore our 

biomarker set may not have full generalizibility because MDD patients often exhibit many 

comorbidities, including anxiety, substance use and medical disorders. Moreover, in the clinical 

scenario most patients take antidepressants, which are known to increase the production of IL-10 

[44] and therefore our decision rule may be less accurate in medicated patients. Furthermore, 

decision rules should also be validated against other psychiatric and medical diagnoses to delineate 

the accuracy of the model with regard to other disorders. Another question is whether such a 

decision rule is at all needed in MDD patients with a known history of depression because 

psychiatrists can make the diagnosis based on clinical and staging features. Therefore, the benefits 

of our developed decision rule are restricted to the following important matters: a) the model is 

useful to identify and authenticate drug-naïve patients in a first phase of illness when the clinical 

diagnosis of MDD may be less evident; and b) knowledge acquisition to further decipher the 

pathophysiology of depression and pathway phenotypes. 

Based on the above and our previous machine learning publications we would recommend 

using 4 different approaches to construct new models aimed at predicting memberships of 
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unknown subjects. Table 2 lists the different methods that may be used towards this purpose and 

our subjective criteria defining accuracy of the models. In a preliminary analysis, analyses of 

variance should show significant differences between MDD patients and controls, while the area 

under the boostrapped ROC curve (2000 bootstraps) should be > 0.900. Secondly, a joint PCA 

performed on all subjects should be performed to check whether the subjects cluster by classes. If 

there is an overlap between the classes on the PCs explaining the highest variance the separation 

of the classes using machine learning is probably insufficient to pass the stage of cross-validation, 

especially when using SIMCA. Thirdly, SVM should be applied and the cross validated model 

should have an accuracy > 95.0%. Fourthly, LDA can be applied to training and validation sets 

and its accuracy should be > 95.0%. Finally, SIMCA is helpful to identify and authenticate 

unknown subjects when > 90% of the validation subjects of the target group are authenticated and 

when there are <10% aliens.          

 The incorporation of biomarkers for the identification and biological validation of mental 

disorders including MDD and the construction of new pathway-phenotypes is an awaited 

achievement of the emerging field of precision psychiatry, which may radically change the way 

this speciality is conceived and practiced in the near future [8, 24, 45]. More precisely, the results 

of the current study indicate that the incorporation of peripheral biomarkers in a SIMCA model 

may aid in the authentication of patients with MDD. In addition, we provide further evidence that 

the use of machine learning approaches, and especially SIMCA, is a pre-requisite for this endeavor 

[24, 46]. In addition, our new findings open relevant research directions. First, our model deserves 

further validation in larger and more heterogeneous samples comprising “real world” individuals 

with several co-occurring medical and mental disorders as well as otherwise healthier subjects. In 

addition, our SIMCA findings provide important suggestions for the use and interpretation of “big 
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data” approaches [46] which could be further refined in future studies. Finally, we are aware that 

our effort provides a relevant yet preliminary step in the development of precision psychiatry, 

which ultimately aims to integrate a wider array of data pertaining to individual variations in genes, 

environment and a lifestyle to diagnose and treat mental disorders using an individualized data-

driven approach [45]. 
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Figure 1.  Procedure to build a model (decision rule) to classify unknown subjects.  

The procedure entails two stages, namely a training (calibration) stage and a test (validation) stage. 

In the training stage, supervised pattern recognition methods are applied to biomarker data to 

construct models that best distinguish samples according to predefined classes. In the validation 

stage statistical tests are employed to evaluate the accuracy of the trained models by projecting 

cases and controls to the models. Accurate models can then be used to classify unknown subjects.  
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Figure 2 Mean (SE) values of the z scores of the 5 biomarkers in both MDD (major depressed) 

patients and controls. Mean values of all biomarkers are signifcantly higher in MDD than in 

controls.  
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Figure 3 Principal Component (PC) score plot. 

This plot shows a 2D display of PC1 vs PC2 visualizing the subject distribution in a 2D space, 

indicating that the 5 biomarkers allow a clear differentiation of major depressed patients (red 

circles) vs controls (blue squares). 
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Figures 4a and 4b Correlation loadings of the 5 biomarkers on principal component (PC)1 vs 

PC2. 

Figure 4a shows that 4 variables are located between both ellipses, namely interleukin (IL-10), β-

endorphin, κ opoid receptor (KOR) and zKOR-zMOR (μ opoid receptors) and that the three opioid 

biomarkers are important is separating both classes along PC1, whilst IL-10 adds to the 

differentiation via its loading on PC1 but also on PC2. Figure 4b shows that IL-6 loads highly on 
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PC3 and contributes to the separation of both classes through its loadings on PC1 but also on PC3. 

Those 5 biomarkers are close together in the plot suggesting that they show significant and positive 

intercorrelations.  

zKOR-zMOR: z unit weighted composite score computed as z score of κ opioid receptor levels – 

z scores of μ opioid receptor levels. 
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Figure 5 Plot of the classification results obtained by support vector machine. 

IL-10: interleukin-10; zKOR-zMOR: z unit weighted composite score computed as z score of κ 

opioid receptor levels – z scores of μ opioid receptor levels. 
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Figure 6 Linear Discriminant Analysis plot. 

The decision rule is computed on a training set, which shows a 100% accuracy rate in the training 

and test sets.  
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Figure 7 Results of SIMCA showing the discrimination plot. 

This plot shows the discrimination power of the five biomarkers used in the current study. 

IL: interleukin 

KOR: κ opioid receptor 

zKOR-zMOR: z unit weighted composite score computed as z score of κ opioid receptor levels – 

z scores of μ opioid receptors. 
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Figure 8 Results of SIMCA showing the Si/S0 vs Hi plot. 

Test subjects (validation set) are projected into the model which was computed based on subjects 

in the training set.  
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Table 1. Supervised learning methods used on our data for differentiation, discrimination, classification, validation, identification and 

authentication of subjects with major depression and controls. 

 

Supervised learning and 

classification 

Differentiation; 

Group mean differences 

Discrimination 

SVM and LDA 

Discrimination with 

validation of SVM and 

LDA  

Identification and 

authentication: SIMCA 

Predefined classes Cases vs controls Cases vs controls Cases vs controls in 

training and test sets, 

bootstrapping or cross-

validation  

PCA models of cases vs 

controls in training and 

test sets using critical 

limits of the classes  

Main aims Differences between 

groups 

Membership allocation Validated models to 

allocate subjects to the 

class models and predict 

membership of unknown 

subjects 

Validated multivariate 

models to: 

* authenticate cases   

* identify new subjects as 

members, outsiders, aliens 

or strangers 

Models (decision rules) GLM (t-test, ANOVA) 

  

SVM: support vectors 

LDA: discriminant scores 

Projection of validation 

sets to SVM and LDA 

models 

Projection of validation 

sets to SIMCA PCA 

models at a predefined α 

level 

Figures of merit Effect size 

ROC curve with 

diagnostic performance 

Accuracy of models 

Diagnostic performance of 

training sets 

Accuracy of models after 

validation 

Diagnostic performance of 

a validation set 

Model similarities 

Model-to-model distance 

Discrimination power 

Modeling power 

Classification accuracy 
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Membership prediction 

of new subjects 

Using bootstrapped ROC 

curves and based on a cut-

off value obtained by 

ROC curves; subjects are 

classified as cases or 

controls 

No validation Using validated LDA and 

SVM models; new 

subjects are classified as 

cases or controls  

Using validated SIMCA 

models, new MDD 

patients are authenticated 

and new subjects are 

identified as members, 

aliens, strangers or 

outsiders  

Learning from the data 

and knowledge 

acquisition from the 

models 

Quantitative differences in 

some biomarkers  

Features separating cases 

and controls, using 

loadings on LDA scores  

and weights in SVM (but: 

difficult to interpret) 

Validated features 

(difficult to interpret) 

Features of cases and 

controls 

Modeling power of 

features 

Qualitative differences 

between the models 

Ranking of most 

important features 

Non relevant features 

Overall strength (our 

subjective 10 point 

score) 

1 2 7 10 
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Table 2.  Our proposed techniques that can be used to classify, identify and authenticate unknown subjects into predefined classes. The table also 

shows our proposed (subjective) accuracy limits for the figures of merit  

 

 Methods to be used Validation techniques 

 

Proposed Limits for figures of merit 

1 ROC curve Bootstrapped area ROC curve > 0.95 

2 Joint PCA on all subjects Visualization of all subjects and their classes in 

2D/3D spaces 

Clear separation between both classes  

3 SVM  10-fold cross-validation Accuracy > 95% 

4 LDA Training and test set Accuracy > 95% 

5 SIMCA Training and test set Large model-to-model distances (e.g. >20 or >50) 

Should authenticate >90% of target class members 

(α=0.05) with <10.0% aliens  
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