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Abstract 

The nuclear lamina consists of a dense fibrous meshwork made of nuclear lamins, Type 

V intermediate filaments, and is ~14 nm thick according to recent cryo-electron 

tomography studies. Recent advances in light microscopy have extended the resolution 

to a scale allowing for the fine structure of the lamina to be imaged in the context of the 

whole nucleus. We review quantitative approaches to analyze the imaging data of the 

nuclear lamina as acquired by structured illumination microscopy (SIM) and single 

molecule localization microscopy (SMLM), as well as the requisite cell preparation 

techniques. In particular, we discuss the application of steerable filters and graph based 

methods to segment the structure of the four mammalian lamin isoforms (A, C, B1, and 

B2) and extract quantitative information. 

Introduction 

Nuclear lamins are type V intermediate filament proteins that assemble into dense 

fibrous meshworks composing the nuclear lamina (NL). The NL is located at the inner 

aspect of the nuclear envelope where it provides a scaffold for organizing major nuclear 

structures such as peripheral elements of heterochromatin and nuclear pore complexes 

[1-3]. Recent cryo-ET (Electron Tomography) studies have revealed that the NL is only 

~14 nm thick [4,5]. This ultra-thin layer contains a complex of four densely packed lamin 

isoform polymers: lamin A, C, B1, and B2 [1]. Therefore, defining the structure of the 

nuclear lamins within the NL in the context of the whole nucleus has required advances 

in super-resolution light microscopy and computational imaging techniques. Specifically, 

we have been able to take advantage of the advances in super-resolution light 
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microscopy in combination with quantitative computer vision methods. With this 

approach, we have obtained detailed information on the localization and interactions of 

each of the lamins within the lamina. Indeed, the NL provides an opportunity to test the 

application of advanced imaging methods.  

Furthermore, the detailed high-resolution architectures of the nuclear lamins are of 

significant biomedical interest due to their influence on the genome as well as their 

involvement in a large number of different diseases. These laminopathies are caused 

mainly by mutations in the genes encoding the nuclear lamins, particularly in LMNA, the 

gene encoding lamins A and C. Over 600 different LMNA mutations cause a wide range 

of diseases including Hutchinson-Gilford Progeria Syndrome, Emery-Dreifuss Muscular 

Dystrophy, dilated cardiomyopathy and lipodystrophy [6,7]. Lamin B1 and B2 are two 

other isoforms encoded by LMNB1 and LMNB2, respectively, and are less frequently 

associated with diseases. Duplication of the LMNB1 gene has been associated with an 

autosomal dominant leukodystrophy in several familes [8-10], and mutations in LMNB2 

have been linked to acquired partial lipodystrophy [11]. 

Prior to the last decade we and other researchers obtained a series of images of the 

nuclear lamina acquired in distinct focal planes to form a Z-stack, typically using 

confocal immunofluorescence microscopy. The introduction of super-resolution 

microscopy has enabled the processing of multiple acquisitions to reconstruct an image 

beyond the Abbe diffraction limit of conventional light microscopy with fine optical 

sectioning. In the case of 3D-structured illumination microscopy (3D-SIM), phase shifted 

sinusoidal illumination patterns are mathematically combined to obtain higher-resolution 

information [12]. For single molecule localization microscopy (SMLM)-based techniques 

such as stochastic optical reconstruction microscopy (STORM), the location of single 

fluorophores are identified with a high level of precision by computational detection 

algorithms [12,13]. While both SIM and SMLM based techniques allow for the 

examination of highly detailed structural information of the nuclear lamina, the analytical 

methods to extract information from the super-resolution data is an area of active 

research [13-16]. 

In this article, we will review the basic protocols for preparation of cells for super-

resolution imaging of the nuclear lamina as well as the computer vision-based image 

analysis techniques developed to gather quantitative data from those images. 

Materials and Methods 

Cell Preparation Methods 

To prepare cells for microscopic examination of the lamins within the NL, we need to 

consider several factors for optimal imaging. Because the nucleus is typically not 

located near the surface of the cell attached to a glass coverslip there are potential 

depth of field problems. Additionally, axial resolution in most light microscopy 

techniques is typically half that of lateral resolution. This means that there are obvious 

advantages in using flatter cells to obtain larger in-focus areas of the nucleus. Further 
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optimization is achieved by growing cells on glass coverslips for SIM imaging rather 

than glass slides. 

Even though the lamina is a very thin layer, it is nonetheless a three-dimensional 

structure. Therefore, techniques need to be employed where volumetric imaging is 

possible and steps are taken to preserve the 3-D structure. We have found that methanol 

fixation of cells is particularly useful for single focal plane imaging of the NL because it is 

the ideal fixative for preserving intermediate filament proteins in general and lamins in 

particular [14,17]. Moreover, this fixative dehydrates the cell and brings the nucleus closer 

to the coverglass. In addition, to obtain optimal resolution we use Prolong Glass 

(ThermoFisher) as a mounting medium since this glycerol-based and hard-setting 

medium has a refractive index (RI) of 1.52, which closely mimics the RI of glass coverslips 

and thereby provides optimal resolution. 

For this study, mouse embryonic fibroblasts (MEFs), courtesy of Yixian Zheng (Carnegie 

Institute), were seeded on round 12 mm coverslips (12-545-80, Thermo Fisher Scientific, 

Waltham, MA) and fixed and permeabilized with methanol for 10 min at -20°C followed 

by permeabilization with 0.1% Triton X-100 for 10 min at RT [14]. Cells were then stained 

for 1h at RT with a rabbit polyclonal antibody to lamin A (1:500, Dechat et al. [18]) in 

Phosphate Buffered Saline (PBS, Gibco, Life Technologies) containing 5% normal goat 

serum (Jackson ImmunoResearch Laboratories), washed in PBS, followed by 1h at RT 

with goat anti-mouse IgG-Alexa Fluor 488 (1:400, Life Technologies, Carlsbad, CA). DNA 

was stained with Hoechst 33258 for 1h at RT (1:10000, Thermo Fisher Scientific). 

TetraSpeck beads (0.1µm, Life Technologies) were diluted 1:20 in the mounting medium. 

Finally, coverslips were mounted on slides in ProLong Glass (Life Technologies). 

Human dermal fibroblasts from a healthy donor(previously described in West, Gullmets 

et al. 2016 [19]) were seeded on glass bottom 35 mm dishes (ChromeTek), fixed and 

permeabilized with methanol for 10 min at -20°C. Methanol fixation was preferred for its 

dehydrating effect, which flattens the cells and enables the imaging of the nucleus by 

Total Interference Reflection Fluorescence (TIRF) which is required for STORM. Cells 

were blocked for 30 min with 5% normal goat serum, stained for 1h at RT with a rabbit 

polyclonal antibody to lamin A (1:500, 323; Dechat et al. [18]), rinsed in phosphate buffered 

saline (Gibco, Life Technologies) and then stained for 1h at RT with goat anti-rabbit IgG-

Alexa Fluor 647 (1:200, Life Technologies). Cells on glass bottom dishes were kept in 

1xPBS overnight at +4ᵒC and imaged the next day. 

   

Imaging the Nuclear Lamins:   

SIM 

3D-SIM was carried out with a Nikon Structured Illumination Super-Resolution 

Microscope System (Nikon N-SIM, Nikon, Tokyo, Japan) using an oil immersion objective 

lens (CFI SR Apochromat 100x, 1.49 NA, Nikon). For 3D-SIM, 30 optical sections were 
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taken at 60 nm intervals through the whole nucleus. Nikon Elements Advanced Research 

with an N-SIM module was used to reconstruct the structured illumination images. 

Illumination contrast, high-resolution noise suppression, and out-of-focus blur 

suppression were set with values 1, 0.75, and 0.15, respectively, for image 

reconstruction. For presentation, brightness and contrast were adjusted. Color shifts in 

the x-, y-, and z-axes were corrected using the TetraSpeck Fluorescent Microspheres.  

STORM  

2D-STORM was carried out with a Nikon Stochastic Optical Reconstruction Microscopy 

(Nikon N-STORM, Nikon) using an oil immersion objective lens (CFI SR Apochromat 

100x, 1.49 NA, Nikon). The focal plane adjusted with a TIRF angle was chosen from the 

surface of the nuclear lamina closest to the adherent surface of the cell. STORM acquires 

a time series of images and uses alternating illumination of fluorescent molecules to 

acquire and detect well separated fluorophores [12]. Due to its photoswitching properties 

and high photon yield, Alexa Fluor 647 is a common dye used in STORM [20]. The final 

image was reconstructed based on a total of 20,000 captured images using a capturing 

speed of 29 ms/frame. Nikon Elements Advanced Research with an N-STORM module 

was used to reconstruct the images. A density filter was used to reduce the background 

noise. 

 

SIM Image Reconstruction 

SIM involves the acquisition of several images using a sinusoidal illumination pattern 

oriented at several angles and shifted by a set of equispaced phases to obtain super-

resolution information. In 2D-SIM modes, this typically consists of three angles and 

three phases, whereas in 3D-SIM there are usually three angles and five phases. In 

order to process these for high resolution, images need to be reconstructed analytically. 

Such reconstructions are typically achieved by the application of SIM reconstruction 

algorithms using software designed for each microscope system. However, open source 

and third-party alternatives are now available if needed [21,22]. 

The parameters used for SIM enhanced contrast eliminate high frequency noise, and for 

3D-SIM, control the degree of optical sectioning. These parameters influence the 

reconstruction and can modify the effective modulation transfer function (MTF) or 

related optical transfer function (OTF) through the application of filters. These filters may 

be distinct for each channel or wavelength collected. Other parameters include whether 

the illumination pattern angle should be detected from a single frame or if the highest 

quality angle should be taken from a set of frames such as a z-stack. These parameters 

should be optimized for each wavelength and sample preparation condition, which is 

typically done by assessing image quality in both the Fourier and image domains. 

SIMCheck and other open source software have been made available to help assess 

the quality of reconstruction and to assess the presence of any artifacts [23]. 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 22 March 2019                   

Peer-reviewed version available at Cells 2019, 8, 361; doi:10.3390/cells8040361

https://doi.org/10.3390/cells8040361


 

 

For 3D-SIM there are two main ways to reconstruct an image. These include “stack” 

reconstruction and “slice” reconstruction. “Stack” reconstruction attempts to use data 

from multiple z-slices[24], whereas “slice” reconstruction only uses data from a single z-

slice [25]. Within an experimental dataset, it is important to maintain a constant set of 

reconstruction parameters that do not vary among images. For our high-resolution 

studies of lamins we have used a Nikon SIM (N-SIM) microscope employing the slice 

reconstruction parameters for excitation at 488 nm for green fluorescent dyes and 561 

nm for orange fluorescent dyes (Table 1). For 3D-SIM there are two main ways to 

reconstruct an image. These include “stack” reconstruction and “slice” reconstruction. 

“Stack” reconstruction attempts to use data from multiple z-slices[24], whereas “slice” 

reconstruction only uses data from a single z-slice [25]. Within an experimental dataset, 

it is important to maintain a constant set of reconstruction parameters that do not vary 

among images. For our high-resolution studies of lamins we have used a Nikon SIM (N-

SIM) microscope employing the slice reconstruction parameters for excitation at 488 nm 

for green fluorescent dyes and 561 nm for orange fluorescent dyes in Table 1.  

Table 1 

Parameter Name Parameter Value 

Illumination Contrast Modulation 1.00 

High Frequency Noise Suppression 0.75 

Out-of-Focus Blur Suppression 0.15 

 

Nyquist Sampling and SIM 

To take advantage of the images acquired by SIM, the number of pixels must be 

increased to obtain the highest resolution. Resolution is defined as the smallest 

resolvable distance between two objects. Without super-resolution, the theoretical 

wavelength dependent resolution is 

𝑅 =
0.61𝜆

𝑁𝐴
 

according to the Rayleigh criterion where 𝜆 is emission wavelength of light and NA is the 

numerical aperture of the objective [26]. For emission of 525 nm and numerical aperture 

of 1.49, the resolution would be 215 nm. By utilizing the moiré effect, linear SIM can 

increase the resolution by ~2X to ~115 nm [24]. Using the Nyquist-Shannon sampling 

theorem, this would necessitate a pixel size smaller than 57 nm. The Nikon N-SIM pixel 

size is usually calibrated to be around 32 nm, for example. 

The difference between the acquisition pixel size and resolution should be taken into 

consideration. The number of pixels is not directly indicative of spatial resolution as long 

as the criteria of the Nyquist-Shannon sampling theorem are satisfied. Through 

interpolation and resampling it is in fact possible to increase the number of pixels and 

decrease the pixel size without changing the spatial resolution. Oversampling, collecting 

pixels in excess of the requirements of Nyquist, is commonly used to improve the 
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signal-to-noise ratio of the resulting image and decrease the error for the estimation for 

reconstruction parameters, but oversampling does not directly improve resolution [27].  

Image Analysis 

Images were primarily analyzed using MATLAB 2017a (Mathworks, Natick, MA) with 

custom software. The steerableDetector MEX function for MATLAB was written by 

François Aguet (http://www.francoisaguet.net/software.html) as provided by the labs of 

Khuloud Jaqaman and Gaudenz Danuser in their common git repository [28]. The 

steerableDetector function was applied to reconstructed SIM images and a rastered 

STORM image with a fourth order filter. The Euclidean minimum spanning tree, 

Delaunay triangulation, and Voronoi tessellation of SMLM STORM data were computed 

using the Computational Geometry functions and the Bioinformatics Toolbox of 

MATLAB after loading the molecule list from Nikon Elements. The FIJI distribution with 

ImageJ 1.52i was used for initial evaluations of SIM data with the ImageJ plugin 

SIMCheck as detailed in the text [23,29,30]. The Java Bio-Formats library (Open 

Microscopy Environment) was used to load the images in MATLAB and ImageJ .  

 

Structure of the Nuclear Lamina 

Cryo-electron tomography revealed that the nuclear lamina is composed of 3.5nm lamin 

filaments [4,5]. While these structures are not directly resolvable by light microscopy, 

larger similarly oriented arrays of these filaments appear as fibers detectable by 

immunofluorescence with the super-resolution light microscopy techniques, including 

SIM and STORM.. These fibers have been observed to form into a micrometer scale 

meshwork structure. When one of the lamin isoforms is depleted, the meshworks 

formed by the remaining lamin isoforms have variable density. Enlargement of faces 

and gaps in the meshwork formed by the remaining lamin isoforms have previously 

been quantitatively measured using the steerable filter technique reviewed here [14]. 

Knockouts of Lmnb1, Lmna, and Lmnb2 in mouse embryonic fibroblasts (MEFs) all 

revealed meshwork face enlargement in decreasing order of prominence in our prior 

study. Along with the enlarged meshwork, large holes in the lamin A meshwork are 

particularly prominent in Lmnb1-/- MEFs. For that reason, we chose a single Lmnb1-null 

MEF nucleus as a representative example for the majority of Figures 1-5.   While 

electron microscopy studies can examine the lamin meshwork at the scale of 1 – 10 

nanometers, the field of view of the imaging is limited. The overarching goal of super-

resolution light-microscopy studies and the computational image analysis has been to 

understand the structural organization of each of the fibrous meshworks assembled by 

the four lamin isoforms comprising the NL in the context of the entire nucleus. 

 

Analysis of Structured Illumination Microscopy Images 
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The reconstruction of SIM images is conducted in the frequency domain of the image as 

described above. Before applying detailed analysis of the fine structure in these images, 

it is important to check for the quality of the reconstruction. The resulting images can be 

evaluated manually and with open source tools to assess the quality of the 

reconstruction. 

Two initial manual qualitative assessments involve constructing the widefield image and 

assessing the two-dimensional Fourier transform of the reconstructed image. These are 

typically obtained by using the acquisition software provided by commercial vendors as 

part of the SIM reconstruction package, but can also be done by open source tools 

[21,23]. 

The widefield image can be synthesized from the primary acquisition images by 

averaging the images across the distinct phases of each illumination angle (Figure 1A). 

The average across the phases for each angle should resemble a similar widefield 

image. The reconstruction of the widefield image is possible since the illumination 

intensity patterns can be modeled as phase shifted sinusoidal patterns of the form 

𝐼(𝑥, Φp) = 1 + cos(νx + Φp) where x is the coordinate along the variation of the 

structured illumination pattern and Φp =
2𝜋(𝑝−1)

𝑃
 for P phase shifts, where usually P = 3 

for 2-D SIM. Since the phase shifts are evenly distributed, averaging them results in a 

constant illumination pattern across the field of view for P > 1: 

1

𝑃
∑[1 + cos(νx + Φp)] =

𝑝=𝑃

𝑝=1

1 

The principle is similar for 3D-SIM where five phases are collected with variations over 

two dimensions. The synthesized widefield images for each angle should look nearly 

identical since differences between them will violate the assumption that the same 

object is being imaged at each angle, which is required for accurate reconstruction. 

The Fourier domain of the acquired (Figure 1B) and reconstructed images (Figure 1C, 

D) should also be assessed for their signal-to-noise ratio necessary for contrast and the 

presence of calibration features in the form of bright spots corresponding in the 

frequency of the illumination pattern. For visualization, the magnitudes of the Fourier 

coefficients are displayed using a log contrast lookup table. Equivalently, evaluating the 

log of the magnitude of the Fourier transform using a linear lookup table can be 

accomplished by calculating the log transform according to the following equation as 

used in this manuscript: 

𝐹𝑙𝑜𝑔(kx, ky) =  log (|ℱ{ 𝐼(𝑥, 𝑦 )}(𝑘𝑥, 𝑘𝑦)| + 1) 

where 𝐹𝑙𝑜𝑔(kx, ky) is the log-transformed magnitude of the Fourier transform, 𝐼(𝑥, 𝑦 ) is 

either an individual acquired image at a particular phase and angle or a reconstructed 
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image. From the Fourier domain the resolution of the reconstructed image can be 

evaluated from a circularly averaged power spectral density . 

Quantitative assessment of images acquired by SIM can be evaluated using open 

source tools. SIMCheck is available as a plugin for ImageJ [23]. SIMCheck provides a 

quantitative evaluation of the qualitative checks given above as well as additional 

measures of reconstruction quality. 

SIM images typically have a resolution improvement that is not fully isotropic. Details 

are more resolvable along the angle of the illumination patterns used in SIM over the 

intervening angles, which is evident from the flower-like shape of the magnitude of the 

Fourier transform (Figure 1D). If the resolution improvement were isotropic the Fourier 

transform would be circular. This has important implications for the analysis of 

reconstructed SIM images as detailed in the next section. 

To evaluate the resolution enhancement of the SIM reconstruction over the widefield 

image, a ratio can be taken of the SIM reconstructed image and either a widefield 

fluorescence image or a resolution reduced version of the reconstructed image (Figure 

1E, F). This ratio will be used in later steps to help assess candidate features of the 

steerable filter as described below. 

 

Analysis of Lamin Fibers Using SIM and Steerable Filters 

Steerable filters provide a way to detect curvilinear patterns within an image based on a 

particular scale and aspect ratio. These filters can be used to access the local 

orientation of structures in an image, which then can be used to find filaments.  

Steerable filters are a type of linear filter which, in terms of image processing, can 

process an input image and output a response image; where each pixel in the output is 

a linear combination of pixels in a neighborhood around the corresponding input pixel. 

Linear filters can be applied to an image using convolution in the spatial image domain 

or by pointwise multiplication in the Fourier domain due to the Fourier Convolution 

Theorem [26]. A steerable filter can be represented either in the image domain (Figure 

2E) or in the Fourier domain (Figure 2I). The image domain representation allows us to 

see the neighborhood around each pixel used by the filter via convolution (Figure 2E). 

In convolution, the filter is first centered at a pixel, multiplied pointwise across an area 

around the pixel, and then the products are summed together to find the response value 

at that pixel. This process is repeated for each pixel in the image resulting in the filter 

response image (Figure 2F). The Fourier domain representation makes the resolution 

and orientation selectivity of the filter apparent (Figure 2I). In the Fourier domain, the 

filter is applied by pointwise multiplication to the complex field of the image (Figure 2J). 

To obtain the filtered image from the pointwise product the inverse two-dimensional 

Fourier transform is applied. The application of this filter to the reconstructed image 
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(Figure 1C,D) can be seen as a response image in the spatial (Figure 2F) and Fourier 

domains (Figure 2J). 

Because both steerable filters and SIM reconstruction act upon the Fourier domain of 

images, the relationship of the orientation and resolution selectivity of the filter to the 

respective properties reconstruction process need to be considered. Since the 

resolution of a reconstructed SIM image is not isotropically uniform in the lateral 

dimensions (Figure 1D), orientation should not be assessed at the highest resolution 

available. Orientation measurements made at high resolution where information is not 

available equally in all directions would be biased towards the orientation of the 

structured illumination patterns used to acquire the images. Rather spatial resolution 

should be selected at a scale where resolution is laterally isotropic. The spatial 

resolution selectivity of a steerable filter bank can be assessed by calculating the mean 

filter across orientations creating a Laplacian-like filter, which appears as a bright 

positive spot surrounded by a negative moat (Figure 2G). The scale selected by the 

steerable filters is proportional to the size of the positive spot. The Fourier domain 

representation of the mean filter typically resembles an annulus since steerable filters 

are usually designed as bandpass filters (Figure 2K). Bandpass filters retain information 

around a certain spatial frequency while attenuating or blocking smaller and larger 

frequencies (Figure 2L). When this mean filter is applied to the image, ridge features 

that match the scale selected have a higher response and are brighter (Figure 2H). 

While this would seem to negate the extended resolution of structured illumination, it 

should be noted that SIM does increase the magnitude of the Fourier coefficients within 

the low-resolution frequencies observable by widefield microscopy and not just the 

higher frequencies contributing to extended resolution. Additionally, the original pixel 

intensities from the SIM reconstruction can be used to analyze the results of the 

steerable filter process as outlined below. 

Steerable filters can be used to either detect “ridges”, bright lines, or “edges”, lines of 

contrast between bright and dark areas. “Edge” detection by steerable filters are not 

considered further here, but may be useful in evaluating the width of lamin fibers in 

future studies. To clarify the terminology, the “ridges” detected here will be later referred 

to as edges of the lamin meshwork. 

For the labeling of lamins by immunofluoresence for the detection of lamin fibers, ridge 

detection allows for the localization of the center of lamin fibers. This works in a two-

step process by 1) determining the local orientation of a neighborhood around a pixel 

and 2) evaluating if that pixel has a value larger than its neighbors in the direction 

perpendicular to that orientation. 

Steerable filters allow a response at any orientation to be interpolated from a finite set of 

oriented filter responses as per the Shannon-Nyquist Sampling Theorem [31,32]. First, a 

set of steerable filters, called a filter bank, is used in combination to obtain a set of 

response images at distinct orientations (Figure 2E). A finite set of orientations are 

initially compared to an area centered at each pixel by convolving an oriented filter with 
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the image as above. Effectively this returns a score of how well the neighborhood 

around the pixel matches the oriented filter. This score is termed an orientation 

response for a particular angle (Figure 2B). 

The orientation response can be interpolated from a finite sampling of orientations to 

form a continuous periodic function in terms of orientation angle. It is this property which 

makes these filters “steerable” in that the orientation can be steered in any direction. 

From another perspective, a finite Fourier series in terms of orientation describe the 

periodic orientation response curves, meaning that the orientation response curves are 

band limited. The result is that steerable filters allow for the computation of a continuous 

response curve with respect to orientation. This property also means that steerable 

filters have limited orientation resolution, meaning that two orientations of equal intensity 

can only be distinguished if separated by a certain number of degrees. 

Steerable filters first determine the best orientation for a neighborhood around each 

pixel (Figure 3A). The orientation angle assigned to a pixel is the angle where the 

orientation response function reaches an absolute maximum (Figure 3B). There are 

analytical and numerical methods for solving directly for the best orientation so direct 

interpolation is not necessary. An orientation map can be generated by storing the best 

orientation angle as the value for each pixel (Figure 3A). The response for the filter 

oriented at that angle can also be stored for each pixel generating an orientation 

response map (Figure 2B, Figure 3A,B). 

The center of a ridge can then be determined by scanning along a line in the space of 

the orientation response map perpendicular to the orientation to find the position where 

the orientation response reaches a maximum (Figure 3B). To encode this position in an 

image, a procedure called non-maximum suppression (NMS) is used. In NMS, pixels of 

the orientation response map that are not found to be the maximum in space along the 

perpendicular line are assigned a value of zero (Figure 3C). The resulting NMS image 

(Figure 3C) thus contains non-zero pixels at the center of ridges in the image. The non-

zero pixels have a value of the response corresponding to how well the neighborhood 

around them matches the filter steered to that orientation. The centers of these ridges 

then represent potential lamin fibers localized to the pixel grid. 

To detect lamin fibers, the NMS image is processed by assessing the remaining non-

zero pixels and the corresponding fluorescence values in the original image. The goal 

here is to compare the orientation response and fluorescence intensity values with the 

background values to separate true lamin fibers from false detections.  

To evaluate the fluorescence intensity of immunostained lamins and the corresponding 

filtered response values, these intensities and their derivatives are compared to the 

statistical distribution of the background fluorescence intensity outside of the nucleus. 

While acquiring images, it is important to capture a sufficient amount of background for 

this purpose. To separate foreground, the nucleus, background, cytoplasm and 

extracellular space, an initial rough segmentation of the nucleus is required. 
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The nucleus is initially segmented as a whole by thresholding the orientation response 

map (Figure 2B,C). The objective here is to create a binary mask (Figure 2C) to identify 

the location of the nucleus by detecting an area enclosed by lamin fibers. For this 

enclosure to be detected a continuous border of lamin fibers must be inferred. This 

initial threshold can be determined by knowing the approximate size of the nucleus 

relative to the field of view of the image and then selecting a percentile from a 

distribution of orientation responses.  

With a single threshold there may still be gaps in the detected structure. Some of these 

gaps can be filled by including pixels near the already validated structure that are above 

a low threshold that is less selective than the original. In hysteresis thresholding, 

connected pixels that are higher than the low threshold are identified as connected 

components [33]. Only the connected components that also contain pixels that are 

above the high threshold are retained. Effectively hysteresis thresholding identifies 

connected pixels likely to be lamin fibers that also contain pixels which are confidently 

lamin fibers. 

The scheme we have employed is to select the 95th and 70th percentiles of the 

distribution of non-zero response values from the NMS map, and then use the two 

thresholds as high and low thresholds in the hysteresis thresholding process. The high 

threshold percentile should be adjusted to select pixels whose orientation response has 

a high confidence of selecting true lamin fibers. Here we have heuristically assumed 

that the top 5% of steerable filter responses correspond to true detections of lamin 

fibers. The low threshold percentile should be selected by choosing an orientation 

response level that includes more lamin fibers but is less selective and may contain 

some false detections. Our selection assumes that the top 30% of steerable filter 

response intensities likely correspond to true detections. The idea is that for the purpose 

of identifying a rough mask of the nucleus some false pixel detections may be 

acceptable as long as the nucleus is contained with the mask (Figure 2D). 

Morphological closing and opening are applied to close small gaps in the boundaries of 

the nucleus and then the area enclosed by the white pixels in the processed NMS are 

filled in to produce a rough mask for the nucleus. This mask is then expanded slightly by 

morphological dilation (Figure 2C). The reconstructed image within the nuclear mask is 

shown in Figure 2D for comparison. 

The coarse detection of the nucleus then allows for determination of thresholds through 

the separation of foreground and background areas by statistical analysis. For example, 

the probability of a filter response within the nucleus being a true detection is evaluated 

by determining the probability that it belongs to a statistical distribution of responses 

outside of the nucleus (Figure 2C). 

With the coarse mask, a threshold is determined by finding the response value that 

maximizes the difference between the statistical distributions of the response inside and 

outside the mask of the nucleus. This threshold is applied to produce a binary image 

(Figure 4D) from the NMS (Figure 4C) which still contains the non-suppressed values 
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from the response (Figure 4A,B). Isolated segments containing less than five pixels are 

removed (Figure 4E) since the focus of this analysis is the meshwork structure and 

short segments may correspond to false detections in the background. 

A significant challenge occurs when lamin fibers intersect in an image. This may be 

because the lamin fibers are truly forming a junction or merely because they are 

crossing over or under each other in the z-dimension within the depth of focus of the 

2D-image. For a steerable ridge filter as outlined above only a single orientation is 

detected and thus only one lamin fiber is segmented at a time near an intersection 

(Figure 3B,C). Several algorithms are available to directly detect junctions with multiple 

orientations but are based on having prescribed templates. 

One method to resolve the area around the junctions is to extend endpoints based on 

their orientation. In the case of the lamin meshwork, we extend lines according to the 

local orientation of the lines leading up to the endpoints until they become connected 

with another segmented pixel (Figure 4F). The extensions are then evaluated in a 

fashion similar to the calculation used to create the non-maximum suppression map 

(e.g. thresholding) during the later meshwork auditing process.  

The next task is to analyze meshwork structure by classifying connected pixels as 

belonging to junctions (nodes) or edges in a graph theoretical sense. Again, to clarify, 

the graph edges discussed subsequently correspond with the computer vision “ridges” 

detected by the steerable filter. Junctions are initially identified by finding morphological 

branch points [34]. In a binarized skeleton made up of white pixels, morphological 

branchpoints are white pixels surrounded by three or more white pixels in their 8-

connected neighborhood where the intervening black pixels are not 4-connected (Figure 

4G, H). Short segments of two pixels or less connecting the branchpoints are marked as 

being a part of the junction structure as this indicates the convergence of many edges in 

close proximity. The pixels marked as being part of a junction are separated into 

connected components, and the location of the junction is then determined as being at 

the centroid of the connected components and reduced to a single pixel (white pixels, 

Figure 4J). Edges connected to the previous junction pixels are then extended to those 

junctions (red pixels, Figure 4J). The endpoints of edges are either at a junction where 

they connect to other edges or they are freestanding and not connected to any other 

edges. Each edge is defined as an ordered set of pixels from one endpoint to the next. 

Pixels near junctions can be associated with more than one edge as the edges 

converge towards a junction. Once pixels have been assigned to edges and the location 

of junctions have been marked, the pixel-based representation of the meshwork can be 

converted to an object-based representation so that we can refine the meshwork further 

in terms of edges and junctions (Figure 4K). This means we will no longer be 

manipulating single pixels but rather we will be operating on entire edges at a time. 

The object based representation (Figure 5A) is further refined by removing edges based 

on the value of the pixels in either the reconstructed fluorescence image (Figure 5B), 

the ratio image between the reconstructed image and the low resolution image (Figure 
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5C), and the consistency of the fluorescence intensity along the edge (Figure 5D). The 

remaining edges with free standing endpoints are then also removed (Figure 5E). To 

perform these audits various thresholds are applied including the mask-based threshold 

determined above. The other thresholds are automatically determined using Otsu’s 

method  or Rosin’s method [35]. The exact procedure was detailed previously [14]. This 

results in the refined meshwork (Figure 5 F, G). An overlay of the refined meshwork in 

magenta over the fluorescence in green can be seen in Figure 5H, which is juxtaposed 

to the fluorescence image (Figure 5I) for comparison. The two-dimensional areas 

enclosed by the edges can then be regarded as faces. 

Upon segmenting the lamin fibers, the distribution of junctions, edges which connect 

them, and faces surrounded by edges could be analyzed and quantified (Figure 5J). 

The quantitative evaluation of meshworks in this way could then provide insight into the 

effects of biological perturbations. For example, we previously used this to evaluate the 

effect of knocking out particular lamin subtypes and for characterizing individual lamin 

subtypes (Figure 5K-P) [14]. 

The use of steerable filters in this fashion has limitations with regard to orientation and 

scale. In the scheme described above, only a single orientation is detected at each pixel 

and gaps are closed by extension of line segments. Junctions, however, could be 

detected through specialized filters  or a method that can resolve and detect multiple 

discrete orientations. The scale of structures being imaged and analyzed may be 

variable when applied to other filamentous systems. In this case a steerable filter bank 

capable of evaluating multiple scales may be more appropriate than one optimized for a 

single scale. 

Analysis of Single Molecule Localization Microscopy Images with Steerable 

Filters and Graph Theory 

Single molecule localization microscopy (SMLM) techniques, such as STORM, do not 

produce an image directly, but rather result in a coordinate list of detected fluorophores 

generated from time lapse series. Care must be taken to process the coordinate list to 

compensate for drift, thermal expansion, and multiple detections. To demonstrate the 

use of SMLM to study lamins, we have included a STORM image acquired using TIRF 

of a human skin fibroblast labeled with Lamin A. A pixel-based image can be made by 

accumulating the value of 2D Gaussian functions centered at each detected coordinate 

into a pixel grid (Figure 6A,B) and analyzing the resulting image as above (Figure 

6C,D). This is equivalent to convolving the coordinate list with a 2D Gaussian. The width 

of the Gaussian determines the grid size by the Nyquist-Shannon sampling theorem. 

This approach can be costly in time, however, and therefore a binning approach with a 

fine grid is often used for computational expediency [36]. For commercial microscopes, 

these operations are included in the vendor supplied software. There also exists 

ThunderSTORM an open-source software package for ImageJ that can perform these 

processing and visualization steps [37]. 
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SMLM detections can also be used to directly calculate a Fourier representation without 

the need for binning. Only the Fourier coefficients within the bandpass of the steerable 

filter bank (Figure 2K) would need to be calculated. The convolution method above 

provides a method for doing so but the choice of method is independent of the result. 

Steerable filters could then be directly applied to the Fourier representation as above 

[38]. 

SMLM data of nuclear lamins has been collected by advanced microscopy techniques, 

but has not always been subjected to further analysis [39,40]. Where analysis has been 

done, graph theoretical methods on the coordinates directly have been used primarily 

for the purpose of visualization and limited quantification [13,16]. 

One class of graph-based methods operate by linking the localizations together via 

computational geometry (Figure 7). For example, a Delaunay triangulation links the 

localized fluorophores (Figure 7A) together to form triangles (Figure 7D, magenta). The 

triangles are chosen with the localizations as their vertices such that a circle drawn 

around the triangle contains no other localizations. This can be used to describe the 

space between fluorophores by examining either the edges of the triangles or the areas 

of the resulting triangles themselves [41]. Another method in this class is the Euclidean 

minimum spanning tree (EMST). The EMST contains the shortest total length of edges 

in the Delaunay triangulation required fully connect all the localizations (Figure 7B, 

cyan). This method has been applied to segment the structure of nuclear lamins [13,16]. 

However, it is not clear how accurately the EMST as an abstract graph represents a 

physical structure and why this might be preferred over the Delaunay triangulation to 

describe lamin filaments. 

A subgraph of the EMST is the nearest neighbor graph (NNG) where each localization 

is connected to the next nearest localization. Unlike the EMST the NNG is not fully 

connected into a single graph since the NNG only contains edges linking nearest 

neighbors and not the additional links needed to connect all the points into a single 

graph (Figure 7B, gold). The NNG can be used to measure the nearest neighbor 

distances and thus provide a measure of density and clustering. The nearest neighbor 

distances were used as a measure in a study that compensated for chromatic 

aberration by using activator-reporter dye pairs to show that A-type lamins formed 

denser meshworks than B-type lamins and that lamin B1 was more proximal to the inner 

nuclear membrane than the A-type lamins [15]. 

The Voronoi tessellation falls in another class of graph-based methods since this 

method partitions the space around localizations rather than between them [42-44] . The 

Voronoi diagram consists of edges that are equidistant between the two nearest 

fluorophore localizations (Figure 7C). The vertices of the localizations correspond to the 

centers of the circles drawn around the triangles of the Delaunay triangulation, making 

the Voronoi diagram the graph dual of Delaunay triangulation (Figure 7C,D).  
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A method relying on the fluorophore coordinate list directly has been developed to 

perform a similar operation to how steerable filters are processed [45]. The method 

proceeds by using an angular version of Ripley K’s function [46] to determine orientation 

and traces fibers by assigning subsequent localizations to the fiber based on localized 

density and orientation [45]. The localized density is based on the area of the polygons 

contained within the Voronoi tessellation. This technique, however, has not been 

applied to the study of the nuclear lamina. 

Overall, both steerable filters and graph-based methods can be used to segment and 

analyze SMLM microscopy data of filamentous structures as formed by nuclear lamins. 

However, only the EMST technique has been directly applied to segment lamin fibers 

from SMLM data [13,16]. Steerable filters can be applied to SMLM data either by creating 

an image via binning or by computing a Fourier transform as the initial step and 

proceeding as with a SIM image. Alternatively, the coordinates of individual fluorophore 

detections can be processed directly through graph theoretical methods to evaluate 

clustering and density [15]. The advantages and disadvantages of these approaches are 

not clear as a direct comparison of the methods and their utility in analysis has not been 

done. 

Discussion 

While super-resolution light microscopy has generated high-resolution images of the 

nuclear lamina, the analysis of those images requires further development in order to 

understand the structure of nuclear lamins, their relationship with each other, and their 

association with other molecular species in the nucleus. Here we have presented the 

application of steerable filters to structured illumination microscopy images and 

reviewed how steerable filters and related methods could be used to analyze single 

molecule localization microscopy data. We have also surveyed various graph-based 

methods for analyzing single molecule localization data such as produced by STORM 

microscopy. Importantly, this review has further emphasized the need to develop these 

techniques for the specific microscopy method used.  

New light microscopy techniques are constantly becoming available and are being 

applied to the study of nuclear lamins. For example, light-sheet microscopy techniques 

use orthogonal illumination to provide high resolution optical sectioning and reduced 

photobleaching leading to images with isotropic resolution in three-dimensions [39,47]. 

Notably these techniques can improve the axial resolution and depth of field over 

standard 3D-SIM while providing more flexibility than the TIRF-STORM technique 

demonstrated here [48].  Further advances with light-sheet microscopy have integrated 

structured illumination or SMLM techniques to add super-resolution capabilities allowing 

for the imaging of the entire nuclear lamina at high-resolution [47]. Nuclear lamins have 

already been used to demonstrate the power of these new techniques [39,47]. 

Furthermore, recent advances are making light-sheet microscopes simpler and more 

accessible to the biologist [49]. As light microscopy methods become increasingly 
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sophisticated, the development of computational methods to analyze images of the 

nuclear lamina will have to keep pace. 

Author Contributions 

M.K., R.D., and L.V. wrote the manuscript. P.T. supplied the human fibroblast cel lines. 

L.V. performed the STORM imaging. M.K. illustrated the figures and performed the 

computations. M.K., L.V., P.T., and R.D. all read and revised the manuscript. 

Acknowledgements 

The authors acknowledge the National Cancer Institute (T32CA080621 for M.K.), the 

National Institute of General Medical Sciences (R01GM106023 to R.D.) for their 

generous support. L.V. was supported by Instrumentarium Science Foundation (L.V) 

and P.T. by Academy of Finland. The authors thank Takeshi Shimi and Khuloud 

Jaqaman for thoughtful discussions as well as Edward R. Kuczmarski and Stephen A. 

Adam for help with revising the text. 

References 

1. Dechat, T.; Adam, S.A.; Taimen, P.; Shimi, T.; Goldman, R.D. Nuclear lamins. Cold Spring Harb 
Perspect Biol 2010, 2, a000547, doi:10.1101/cshperspect.a000547. 

2. Fawcett, D.W. On the occurrence of a fibrous lamina on the inner aspect of the nuclear envelope 
in certain cells of vertebrates. Am J Anat 1966, 119, 129-145, doi:10.1002/aja.1001190108. 

3. Aaronson, R.P.; Blobel, G. Isolation of nuclear pore complexes in association with a lamina. Proc 
Natl Acad Sci U S A 1975, 72, 1007-1011. 

4. Turgay, Y.; Eibauer, M.; Goldman, A.E.; Shimi, T.; Khayat, M.; Ben-Harush, K.; Dubrovsky-Gaupp, 
A.; Sapra, K.T.; Goldman, R.D.; Medalia, O. The molecular architecture of lamins in somatic cells. 
Nature 2017, 543, 261-264, doi:10.1038/nature21382. 

5. Turgay, Y.; Medalia, O. The structure of lamin filaments in somatic cells as revealed by cryo-
electron tomography. Nucleus 2017, 10.1080/19491034.2017.1337622, 1-7, 
doi:10.1080/19491034.2017.1337622. 

6. Mattout, A.; Dechat, T.; Adam, S.A.; Goldman, R.D.; Gruenbaum, Y. Nuclear lamins, diseases and 
aging. Curr Opin Cell Biol 2006, 18, 335-341, doi:10.1016/j.ceb.2006.03.007. 

7. Mattout, A.; Pike, B.L.; Towbin, B.D.; Bank, E.M.; Gonzalez-Sandoval, A.; Stadler, M.B.; Meister, 
P.; Gruenbaum, Y.; Gasser, S.M. An EDMD mutation in C. elegans lamin blocks muscle-specific 
gene relocation and compromises muscle integrity. Curr Biol 2011, 21, 1603-1614, 
doi:10.1016/j.cub.2011.08.030. 

8. Giorgio, E.; Rolyan, H.; Kropp, L.; Chakka, A.B.; Yatsenko, S.; Di Gregorio, E.; Lacerenza, D.; Vaula, 
G.; Talarico, F.; Mandich, P., et al. Analysis of LMNB1 duplications in autosomal dominant 
leukodystrophy provides insights into duplication mechanisms and allele-specific expression. 
Hum Mutat 2013, 34, 1160-1171, doi:10.1002/humu.22348. 

9. Padiath, Q.S.; Saigoh, K.; Schiffmann, R.; Asahara, H.; Yamada, T.; Koeppen, A.; Hogan, K.; 
Ptacek, L.J.; Fu, Y.H. Lamin B1 duplications cause autosomal dominant leukodystrophy. Nat 
Genet 2006, 38, 1114-1123, doi:10.1038/ng1872. 

10. Schuster, J.; Sundblom, J.; Thuresson, A.C.; Hassin-Baer, S.; Klopstock, T.; Dichgans, M.; Cohen, 
O.S.; Raininko, R.; Melberg, A.; Dahl, N. Genomic duplications mediate overexpression of lamin 
B1 in adult-onset autosomal dominant leukodystrophy (ADLD) with autonomic symptoms. 
Neurogenetics 2011, 12, 65-72, doi:10.1007/s10048-010-0269-y. 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 22 March 2019                   

Peer-reviewed version available at Cells 2019, 8, 361; doi:10.3390/cells8040361

https://doi.org/10.3390/cells8040361


 

 

11. Hegele, R.A.; Cao, H.; Liu, D.M.; Costain, G.A.; Charlton-Menys, V.; Rodger, N.W.; Durrington, 
P.N. Sequencing of the reannotated LMNB2 gene reveals novel mutations in patients with 
acquired partial lipodystrophy. Am J Hum Genet 2006, 79, 383-389, doi:10.1086/505885. 

12. Rust, M.J.; Bates, M.; Zhuang, X. Sub-diffraction-limit imaging by stochastic optical 
reconstruction microscopy (STORM). Nat Methods 2006, 3, 793-795, doi:10.1038/nmeth929. 

13. Xie, W.; Chojnowski, A.; Boudier, T.; Lim, J.S.; Ahmed, S.; Ser, Z.; Stewart, C.; Burke, B. A-type 
Lamins Form Distinct Filamentous Networks with Differential Nuclear Pore Complex 
Associations. Curr Biol 2016, 26, 2651-2658, doi:10.1016/j.cub.2016.07.049. 

14. Shimi, T.; Kittisopikul, M.; Tran, J.; Goldman, A.E.; Adam, S.A.; Zheng, Y.; Jaqaman, K.; Goldman, 
R.D. Structural organization of nuclear lamins A, C, B1, and B2 revealed by superresolution 
microscopy. Mol Biol Cell 2015, 26, 4075-4086, doi:10.1091/mbc.E15-07-0461. 

15. Nmezi, B.; Xu, J.; Fu, R.; Armiger, T.J.; Rodriguez-Bey, G.; Powell, J.S.; Ma, H.; Sullivan, M.; Tu, Y.; 
Chen, N.Y., et al. Concentric organization of A- and B-type lamins predicts their distinct roles in 
the spatial organization and stability of the nuclear lamina. Proc Natl Acad Sci U S A 2019, 
10.1073/pnas.1810070116, doi:10.1073/pnas.1810070116. 

16. Lim, J.S.Y.; Wright, G.D.; Burke, B.; Xie, W. A user-interactive algorithm quantifying nuclear pore 
complex distribution within the nuclear lamina network in single molecular localization 
microscopic image. Methods 2019, 157, 42-46, doi:10.1016/j.ymeth.2018.09.006. 

17. Shimi, T.; Pfleghaar, K.; Kojima, S.; Pack, C.G.; Solovei, I.; Goldman, A.E.; Adam, S.A.; Shumaker, 
D.K.; Kinjo, M.; Cremer, T., et al. The A- and B-type nuclear lamin networks: microdomains 
involved in chromatin organization and transcription. Genes Dev 2008, 22, 3409-3421, 
doi:10.1101/gad.1735208. 

18. Dechat, T.; Shimi, T.; Adam, S.A.; Rusinol, A.E.; Andres, D.A.; Spielmann, H.P.; Sinensky, M.S.; 
Goldman, R.D. Alterations in mitosis and cell cycle progression caused by a mutant lamin A 
known to accelerate human aging. Proc Natl Acad Sci U S A 2007, 104, 4955-4960, 
doi:10.1073/pnas.0700854104. 

19. West, G.; Gullmets, J.; Virtanen, L.; Li, S.P.; Keinanen, A.; Shimi, T.; Mauermann, M.; Helio, T.; 
Kaartinen, M.; Ollila, L., et al. Deleterious assembly of the lamin A/C mutant p.S143P causes ER 
stress in familial dilated cardiomyopathy. J Cell Sci 2016, 129, 2732-2743, 
doi:10.1242/jcs.184150. 

20. Dempsey, G.T.; Vaughan, J.C.; Chen, K.H.; Bates, M.; Zhuang, X. Evaluation of fluorophores for 
optimal performance in localization-based super-resolution imaging. Nat Methods 2011, 8, 
1027-1036, doi:10.1038/nmeth.1768. 

21. Krizek, P.; Lukes, T.; Ovesny, M.; Fliegel, K.; Hagen, G.M. SIMToolbox: a MATLAB toolbox for 
structured illumination fluorescence microscopy. Bioinformatics 2016, 32, 318-320, 
doi:10.1093/bioinformatics/btv576. 

22. Pospisil, J.; Lukes, T.; Bendesky, J.; Fliegel, K.; Spendier, K.; Hagen, G.M. Imaging tissues and cells 
beyond the diffraction limit with structured illumination microscopy and Bayesian image 
reconstruction. Gigascience 2019, 8, doi:10.1093/gigascience/giy126. 

23. Ball, G.; Demmerle, J.; Kaufmann, R.; Davis, I.; Dobbie, I.M.; Schermelleh, L. SIMcheck: a Toolbox 
for Successful Super-resolution Structured Illumination Microscopy. Sci Rep 2015, 5, 15915, 
doi:10.1038/srep15915. 

24. Gustafsson, M.G.; Shao, L.; Carlton, P.M.; Wang, C.J.; Golubovskaya, I.N.; Cande, W.Z.; Agard, 
D.A.; Sedat, J.W. Three-dimensional resolution doubling in wide-field fluorescence microscopy 
by structured illumination. Biophys J 2008, 94, 4957-4970, doi:10.1529/biophysj.107.120345. 

25. Wicker, K.; Mandula, O.; Best, G.; Fiolka, R.; Heintzmann, R. Phase optimisation for structured 
illumination microscopy. Opt Express 2013, 21, 2032-2049, doi:10.1364/OE.21.002032. 

26. Goodman, J.W. Introduction to Fourier optics; McGraw-Hill: San Francisco,, 1968; pp. xiii, 287 p. 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 22 March 2019                   

Peer-reviewed version available at Cells 2019, 8, 361; doi:10.3390/cells8040361

https://doi.org/10.3390/cells8040361


 

 

27. Lahrberg, M.; Singh, M.; Khare, K.; Ahluwalia, B.S. Accurate estimation of the illumination 
pattern's orientation and wavelength in sinusoidal structured illumination microscopy. Appl Opt 
2018, 57, 1019-1025, doi:10.1364/AO.57.001019. 

28. Jacob, M.; Unser, M. Design of steerable filters for feature detection using Canny-like criteria. 
Ieee Transactions on Pattern Analysis and Machine Intelligence 2004, 26, 1007-1019, doi:Doi 
10.1109/Tpami.2004.44. 

29. Rueden, C.T.; Schindelin, J.; Hiner, M.C.; DeZonia, B.E.; Walter, A.E.; Arena, E.T.; Eliceiri, K.W. 
ImageJ2: ImageJ for the next generation of scientific image data. BMC Bioinformatics 2017, 18, 
529, doi:10.1186/s12859-017-1934-z. 

30. Schindelin, J.; Arganda-Carreras, I.; Frise, E.; Kaynig, V.; Longair, M.; Pietzsch, T.; Preibisch, S.; 
Rueden, C.; Saalfeld, S.; Schmid, B., et al. Fiji: an open-source platform for biological-image 
analysis. Nat Methods 2012, 9, 676-682, doi:10.1038/nmeth.2019. 

31. Unser, M. Sampling - 50 years after Shannon. Proceedings of the Ieee 2000, 88, 569-587, doi:Doi 
10.1109/5.843002. 

32. Shannon, C.E. Communication in the presence of noise (Reprinted from the Proceedings of the 
IRE, vol 37, pg 10-21, 1949). Proceedings of the Ieee 1998, 86, 447-457, doi:Doi 
10.1109/Jproc.1998.659497. 

33. Canny, J. A Computational Approach to Edge-Detection. Ieee Transactions on Pattern Analysis 
and Machine Intelligence 1986, 8, 679-698, doi:Doi 10.1109/Tpami.1986.4767851. 

34. Kong, T.Y.; Rosenfeld, A. Topological algorithms for digital image processing; Elsevier: 
Amsterdam ; New York, 1996; pp. vii, 292 p. 

35. Rosin, P.L. Unimodal thresholding. Pattern Recognition 2001, 34, 2083-2096, doi:Doi 
10.1016/S0031-3203(00)00136-9. 

36. Nieuwenhuizen, R.P.J.; Stallinga, S.; Rieger, B. Visualization and Resolution in Localization 
Microscopy. Cell Membrane Nanodomains: From Biochemistry to Nanoscopy 2015, 409-430. 

37. Ovesny, M.; Krizek, P.; Borkovec, J.; Svindrych, Z.; Hagen, G.M. ThunderSTORM: a 
comprehensive ImageJ plug-in for PALM and STORM data analysis and super-resolution imaging. 
Bioinformatics 2014, 30, 2389-2390, doi:10.1093/bioinformatics/btu202. 

38. Nieuwenhuizen, R.P.; Nahidiazar, L.; Manders, E.M.; Jalink, K.; Stallinga, S.; Rieger, B. Co-
Orientation: Quantifying Simultaneous Co-Localization and Orientational Alignment of Filaments 
in Light Microscopy. PLoS One 2015, 10, e0131756, doi:10.1371/journal.pone.0131756. 

39. Gustavsson, A.K.; Petrov, P.N.; Lee, M.Y.; Shechtman, Y.; Moerner, W.E. 3D single-molecule 
super-resolution microscopy with a tilted light sheet. Nat Commun 2018, 9, 123, 
doi:10.1038/s41467-017-02563-4. 

40. Schermelleh, L.; Carlton, P.M.; Haase, S.; Shao, L.; Winoto, L.; Kner, P.; Burke, B.; Cardoso, M.C.; 
Agard, D.A.; Gustafsson, M.G., et al. Subdiffraction multicolor imaging of the nuclear periphery 
with 3D structured illumination microscopy. Science 2008, 320, 1332-1336, 
doi:10.1126/science.1156947. 

41. Boening, D.; Gauthier-Kemper, A.; Gmeiner, B.; Klingauf, J. Cluster Recognition by Delaunay 
Triangulation of Synaptic Proteins in 3D. 2017, 1, 1700091, doi:10.1002/adbi.201700091. 

42. Paul, M.W.; de Gruiter, H.M.; Lin, Z.; Baarends, W.M.; van Cappellen, W.A.; Houtsmuller, A.B.; 
Slotman, J.A. SMoLR: visualization and analysis of single-molecule localization microscopy data 
in R. BMC Bioinformatics 2019, 20, 30, doi:10.1186/s12859-018-2578-3. 

43. Baddeley, D.; Cannell, M.B.; Soeller, C. Visualization of localization microscopy data. Microsc 
Microanal 2010, 16, 64-72, doi:10.1017/S143192760999122X. 

44. Andronov, L.; Michalon, J.; Ouararhni, K.; Orlov, I.; Hamiche, A.; Vonesch, J.L.; Klaholz, B.P. 
3DClusterViSu: 3D clustering analysis of super-resolution microscopy data by 3D Voronoi 
tessellations. Bioinformatics 2018, 34, 3004-3012, doi:10.1093/bioinformatics/bty200. 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 22 March 2019                   

Peer-reviewed version available at Cells 2019, 8, 361; doi:10.3390/cells8040361

https://doi.org/10.3390/cells8040361


 

 

45. Peters, R.; Griffie, J.; Burn, G.L.; Williamson, D.J.; Owen, D.M. Quantitative fibre analysis of 
single-molecule localization microscopy data. Sci Rep 2018, 8, 10418, doi:10.1038/s41598-018-
28691-5. 

46. Ripley, B.D. Modeling Spatial Patterns. Journal of the Royal Statistical Society Series B-
Methodological 1977, 39, 172-212. 

47. Chen, B.C.; Legant, W.R.; Wang, K.; Shao, L.; Milkie, D.E.; Davidson, M.W.; Janetopoulos, C.; Wu, 
X.S.; Hammer, J.A., 3rd; Liu, Z., et al. Lattice light-sheet microscopy: imaging molecules to 
embryos at high spatiotemporal resolution. Science 2014, 346, 1257998, 
doi:10.1126/science.1257998. 

48. Schermelleh, L.; Ferrand, A.; Huser, T.; Eggeling, C.; Sauer, M.; Biehlmaier, O.; Drummen, G.P.C. 
Super-resolution microscopy demystified. Nat Cell Biol 2019, 21, 72-84, doi:10.1038/s41556-
018-0251-8. 

49. Chang, B.J.; Kittisopikul, M.; Dean, K.M.; Roudot, P.; Welf, E.S.; Fiolka, R. Universal light-sheet 
generation with field synthesis. Nat Methods 2019, 16, 235-238, doi:10.1038/s41592-019-0327-
9. 

 

  

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 22 March 2019                   

Peer-reviewed version available at Cells 2019, 8, 361; doi:10.3390/cells8040361

https://doi.org/10.3390/cells8040361


 

 

Figure Legends 

 

Figure 1: Structured Illumination Microscopy and Reconstruction of an Image of 

Lmnb1-/- Mouse Embryonic Fibroblast. Fifteen frames, consisting of three angles and 

five orientations, for a 3D- Structured Illumination Microscopy (SIM) image were 

acquired of the nucleus of a Lmnb1-/- mouse embryonic fibroblast (MEF) as part of a z-

stack. The frames from a single z-slice were averaged to produce a wide field image (A) 

and the two-dimensional Fourier transform of the wide field image (B) showing the 

diffraction-limited resolution of wide field microscopy. The fifteen frames were 

processed into a reconstructed 3D-SIM image (C) and its two-dimensional Fourier 

transform (D). The ratio of (C) over (A) is computed by pixel-by-pixel division to show 

contrast enhancement of features in SIM over wide field microscopy along with its two-

dimensional Fourier Transform (F) of (E) showing retention of structural coefficients with 

reduced low frequency contribution. Magenta arcs in (B), (D), and (F) indicate resolution 

cut-off limit at 250 nanometers. Fourier Transforms are shown as a log (magnitude+1). 

The white scale bar indicates 5 micrometers. The white box in (A) is the area analyzed 

in Figure 4 A. The figure has been adapted from portions of Shimi and Kittisopikul et al 

[14]. 
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Figure 2: Steerable Filter Properties and Initial Application to a Reconstructed 

Image of a SIM Image of a Lmnb1-/- MEF 

(A) For reference, the reconstructed 3D-SIM image of an Lmnb1-/- mouse embryonic 

fibroblast (MEF) nucleus is redisplayed from Figure 1C. (B) The image obtained after a 

steerable filter bank was applied to the image shown in (A).  From the steerable filter 

response, a nucleus mask (C) was created by thresholding and morphological 

processing. To demonstrate that the nucleus was contained within the mask,the 

multiplicative product (D) of the reconstructed image (A) in the binary mask (C) is 

shown. To illustrate the process in more detail, a steerable filter orientated at 140 

degrees (E) is shown in the image domain with an inset showing the filter magnified by 

five times. The grey background indicates zero-level while black indicates the negative 

portion of the filter. When the steerable filter (E) was applied to the reconstructed image 

of the Lmnb1-/- MEF nucleus (A), the response (F) indicates how well the image 

matches the oriented filter. Steerable filters were averaged over all orientation angles to 

produce the average filter (G) with the inset showing the averaged filter magnified by 

five times. The grey background indicates zero-level while black indicates the negative 

portion of the filter. The averaged filter (G) was applied to the reconstructed image (A) 

to produce an averaged steerable response (H) enhancing the areas matching the scale 

selective bandpass of the averaged filter. Two-dimensional Fourier transforms (2DFT) 
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of (E), (F), (G), and (H) are shown in (I), (J), (K), and (L), respectively. The 2DFT of the 

oriented filter (I) and averaged filter (K) shows the scale and orientation selectivity in the 

Fourier domain. In the Fourier domain, the application of the oriented and averaged 

filters is a pointwise product of (I) and Figure 1D resulting in (J) an pixel-wise product of 

(K) and Figure 1D resulting in (L) due to the convolution theorem. Magenta arcs in (I-L) 

indicate widefield resolution cut-off limit shown at 250 nm as shown in in Figure 1. 

Fourier Transforms are shown as a log(magnitude+1). The white scale bar indicates 5 

micrometers. 

 

Figure 3: Orientation Detection and Non-Maximum Suppression of Steerable Filter 

Response of a SIM Image of a Lmnb1-/- MEF 

The orientation corresponding to the maximum response (argmax) of steerable filter 

bank (A) is overlaid on the maximum response value image as shown in Figure 2B. The 

orientation is indicated both by the slope of the lines drawn and their color according to 

a HSV color map. Non-maximum suppression (NMS) is applied to the orientation 

indicators (B). The orientation indicators are only shown if the steerable filter response 

is larger than the interpolated values in either direction perpendicular to the orientation. 

The non-maximum suppression (NMS) is then applied to the maximum response (C) 

and orientation indicators (B). Response values are set to zero unless the steerable 

filter response is larger than the interpolated values in either direction perpendicular to 

the orientation. The white scale bar indicates 0.4 micrometers. The figure has been 

adapted from portions of Shimi and Kittisopikul et al [14]. 
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Figure 4: Pixel Based Processing of Steerable Filter Response and Non-Maximum 

Suppression to Form The Initial Meshwork Structure from a SIM Image of a 

Lmnb1-/- MEF 

The maximum steerable filter response (A) of the area indicated in Figure 1C of a 

reconstructed image of the Lmnb1-/- MEF nucleus is shown. The area indicated by white 

box of (A) is magnified by five times (B). Non-maximum suppression (NMS) is then 

applied (C) to the maximum steerable filter response (A). The NMS (C) is then binarized 

such that non-zero pixels are indicated as white pixels to create a binarized image with 

line segments (D). Short segments of less than five pixels are removed from the 

binarized skeleton (E). The endpoints of line segments are extended until meeting 

another segment (F). Pixels in the extended binarized skeleton (F) for the area shown in 

Panel A are classified as either morphological edges (red) or branch points (cyan) (G). 

The area indicated by the white box of Panel G is magnified five times (H). Short 

segments between branch points are reclassified (F) as being part of a junction (cyan). 

The centroids of connected junctions (white) are identified (J) and the end points of 

edges are extended to them using the Bresenham line drawing algorithm (red). Edges 

are drawn as magenta lines and overlaid on reconstructed image of a reconstructed 

Lmnb1-/- MEF (K). For comparison, the reconstructed fluorescence intensity image of 

the same area illustrated in (A) and (G) before processing is shown in L. The white 

scale bar indicates two micrometers (A, G, L) or 0.4 micrometers (B-F, H-K). The figure 

has been adapted from portions of Shimi and Kittisopikul et al [14]. 
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Figure 5: Edge and Face Based Auditing of Meshwork Structure of a SIM Image of 

an Lmnb1-/- MEF 

Unaudited edges are drawn as magenta lines over reconstructed image of the region in 

the white box indicated in Figure 1C (A). Edges are audited in a multistep process to 

remove edges which do not match features in the reconstructed image. First, edges 

(green) are removed due to the edges not matching the ratio image based on a distance 

weighted intensity measurement (B). Then edges (green) are removed since either the 

minimum intensity, mean intensity, or normalized range of intensities in the 

reconstructed image (Figure 1C) do not meet thresholds described in the text (C). Next, 

edges (green) are removed since the edges do not sufficiently overlap the ratio image 

(Figure 1E) above an Otsu threshold (D). Finally, edges (green) are removed (E) since 

the new areas that result, faces as in (J) would better match the ratio image based on a 

distance weighted intensity measurement (F). These steps result in an audited 

meshwork shown in magenta (F). A zoomed out view (G) of the entire unaudited 

meshwork is drawn as magenta lines over the reconstructed image. Green lines in (G) 

indicate edges not adjacent to faces being removed in early auditing steps. The audited 

meshwork drawn as magenta lines is superimposed on the reconstructed image 

intensity in green (H). The reconstructed image intensity as in Figure 1C is shown for 

comparison (I). The meshwork results in faces, edges, and junctions (J) whose 

properties can be quantified for further analysis [14]. Edges are lines tracing fibers of the 

nuclear lamina. Junctions are lines where multiple edges meet. Faces are enclosed 

areas surrounded by edges. The meshwork analysis has been applied to 3D-SIM 

images in dense Lamin A (K, L), Lamin B1 (M, N), and Lamin B2 (O,P)[14]. The white 
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scale bar indicates two micrometers (A-F), five micrometers (G-I), or one micrometer (K-

P). The figure has been adapted from portions of Shimi and Kittisopikul et al [14]. 

 

Figure 6: Steerable Filter Based Meshwork Analysis of a TIRF-STORM Image of a 

normal Human Skin Fibroblast 

TIRF-STORM image of Lamin A labeled human dermal fibroblast is rendered by binning 

fluorophore coordinates into a 20 nm pixel grid (A). The area in the white box (A) is 

magnified by four times (B). The steerable filter meshwork analysis as detailed for SIM 

applied (C) to the TIRF-STORM image (A). The area in the white box (C) is magnified 

by four times (D). The white scale bars are 2 micrometers (zoomed out) or 0.5 

micrometers (zoomed in). 
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Figure 7: 

Graph Based Analysis of TIRF-STORM Image of a Human Dermal Fibroblast 

TIRF-STORM localizations of fluorophores labeling Lamin A (A) are analyzed using 

several graph based methods. The Euclidean Minimum Spanning Tree (EMST, cyan) 

[13,16] connects all the detected flurophores (dots) together using the shortest total line 

segment (B) and has been previously used to analyze lamin structures from single 

molecule localization microscopy [14]. A subgraph of the EMST is the Nearest Neighbor 

Graph (NNG, gold) which only connects fluorophore localizations with the next nearest 

localization without the requirement to connect all the fluorophores as in EMST and has 

been used to evaluate the relative density of A and B-type lamins [15]. The Voronoi 

Tessellation (C) draws lines (green) equidistant from two fluorophore coordinates 

resulting in polygons. The area within each polygon is the area closer to the single 

detected fluorophore contained within it than to fluorophores outside of the polygon and 
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can be used to approximate the reciprocal of the local fluorophore density [44]. The 

Delaunay Triangulation [43,44] (D, magenta) draws triangles between all the detected 

fluorophores such that a circle drawn around the triangles does not contain another 

detected fluorophore, producing a more highly connected graph than the EMST. The 

EMST (cyan) is a subset of the edges of the Delaunay Triangulation (D) and the graphs 

can be used to analyze the space between fluorophores. The nodes of the Voronoi are 

the centers of the circles going through the vertices of each triangle in the Delaunay 

Triangulation. Black scale bar is 100 nm. 
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