Modelling residential building costs in New Zealand: Time series transfer function approach
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Abstract: Cost estimating based on building cost index plays an important role in project planning and management by providing accurate cost information. Recently, tremendous advances in cost estimating have been made but serious inaccuracies in it are still too frequently witnessed. This study aims to improve estimating accuracy for residential building costs in New Zealand. In this study, the New Zealand house prices index is involved in the transfer function models to produce forecasts of building costs for one-storey house, two-storey house, and town house in New Zealand. To demonstrate the effectiveness of the proposed models, this study compares the estimate results of the transfer function models with the univariate ARIMA models. The results indicate that the proposed transfer function models can achieve better outcomes than ARIMA models by considering the causality between building costs and New Zealand house prices. During the modelling process, the better cost estimation approach can be identified, and the movements of building costs are shown.
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1. Introduction

In today’s highly competitive market, companies are seeking solutions for predicting project cost, considered important for the commercial success of a project [1]. Project cost estimates are needed by clients, consultants, contractors, or organizations for purposes such as a project feasibility study, financial evaluation of alternatives, and the formulation of the initial budget [2]. Accurate forecasting the building project’s cost is crucial to adequately manage resources [3]. Besides, an accurate building cost estimates can properly allocate resources so that the total project cost can be reduced. Poor estimating of the cost may disrupt the project or may even lead to bankruptcy for the company. Furthermore, in [4], the study also pointed out that inaccurate cost estimating is one of the main reasons causing project cost overruns.

To some extent, building cost in New Zealand increased considerably during 2002-2012 [5]. Cost fluctuations usually result in inaccurate estimations. As accuracy plays an important role in preparing budgets and bids in most building projects, industry professionals and organizations show great interest in more accurate cost estimating. An effective cost estimating tool is important. However, traditional approaches are usually blamed for lacking accuracy [6].

The study aims to provide an accurate estimating method for building cost. Time series analysis is a classic and powerful approach used in predicting the future of stochastic processes. ARIMA and transfer function models’ development follow the procedures outlined by [7]. The transfer function model is another method of time series forecasting, incorporating more variables (including more predicting information) into the model for producing more accurate forecasts. This is one of the main
reasons that transfer function models can have comparative advantages over ARIMA models. This study takes into account the influence of house prices in an ARIMA model to develop the transfer function model for building costs forecasting.

The rest of the study is organized as follows. Section 2 presents the previous related works, Section 3 illustrates the proposes time series model. Section 4 presents the application of the model on the cost series and the model effectiveness assessment. The results are discussed in the Section 6. The final section presents the conclusion of the study.

2. Literature Review

There is limited literature on methods that estimate the $-per-square metre cost rate of building projects, also referred to as unit cost. The project cost is then predicted by multiplying the cost rate by the total square metres of the project. In the last few decades, several methods for deriving a building cost forecasting model have been proposed. The most common used techniques include regression methods [8, 9], artificial neutral network algorithms [2, 10], and case-based reasoning [11, 12].

Future changes in some variables are usually foreshadowed by changes in other variables; the latter variables are called leading indicators [13]. Leading indicators have been successfully used in forecasting. For example, in [14], the study used financial and economic indicators in forecasting US recessions. The application of leading indicators is based on the view that repetitive sequences occur in the business cycle. The cycles include booms and busts in various activities, but these booms and busts do not happen at exactly the same time for different activities; some activities are leading and some laggard. Although a leading indicators model is usually referred to as a method without theory, existing literature and empirical evidence give clues as to the selection of appropriate indicators.

In [15, 16], the studies pointed out that housing supply usually exhibits a lag. Therefore, house prices should influence future housing supply due to developers making decisions about whether to increase the housing supply frequently depend on present house prices. Based on the findings of [17], house prices affect changes in building construction costs since they depend on the raw material market for housing and are subject to the effect of the derived demand for housing. Moreover, in [18], the study also provided evidence that building construction costs are sensitive to housing prices.

When a time series is examined, questions usually arise about the relationship and impact of other series on it over time. If the relationship or impact is important, a dynamic model incorporating the relationship or impact is necessary. A transfer function model was introduced to relate the endogenous response series to the exogenous series. Examples of transfer function applications abound in business, economics, and engineering. In business, it is used widely in modelling sales and advertising [19]. In economics, the transfer function was used for predicting business cycles. It also models the effect of personal disposal income on real nondurable consumption in the UK [20]. According to [21], statistical and engineering process controls are associated with modelling the transfer functions between inputs and outputs. Transfer function models are fundamental components in many complicated systems.

The objectives of this study are as follows: first, to expand the very limited existing literature on leading indicator models in building and construction; second, to provide a comprehensive study in terms of comparing in a building context the forecasting performance of ARIMA models and transfer function (TF) models; and third, to examine the application of the proposed model on three building cost series in order to draw general conclusions from the empirical results with greater confidence.

3. Methodology

3.1. Data

To develop cost estimating models for one-storey house, two-storey house and town house in New Zealand, New Zealand house price (NZHP) is involved as an explanatory variable. The series data were obtained from the Reserve Bank of New Zealand and QV cost builder. Changes in house prices can be measured in many ways. The house price index produced by the Reserve Bank of New
Zealand has become a favoured benchmark in recent years. Building cost index, which is published quarterly in New Zealand by QV cost builder, is defined as the average cost per square metre of the building. The BCI includes raw material costs, labour costs, and equipment costs.

The 72 observations used were quarterly observations starting with the first quarter of 2001, through until the end of 2018. The training sample is from 2001:Q1 to 2014:Q4 (total 56 observations) while the validation sample is from 2015:Q1 to 2018:Q4. Those four time series are plotted in Figure 1. It is evident from the graph that the four series are autocorrelated and highly unlikely stationary. Note that the study also provided data for the house price stretching three periods back before the first quarter of 2001 to accommodate the lagged relationships.

![Figure 1. Time series plots](image)

### 3.2. Seasonal ARIMA Model

The seasonal ARIMA model in its seasonal form is usually given as in Equation (1), denoted as $\text{ARIMA}(p,d,q)(P,D,Q)_s$. $p$, $d$, and $q$ refer to autoregressive order, integrated, and moving average term of the non-seasonal part of the model, respectively, while $P$, $D$, and $Q$ have the same role for the seasonal part of the model, and $s$ indicates the length of seasonality.

$$\varphi_p(B)\theta_q(B)(1-B)^d(1-B^s)^D z_t = \theta_q(B)\vartheta_q(B)a_t,$$

(1)

Where

\begin{align*}
\varphi_p(B) &= 1 - \phi_1B - \phi_2B^2 - \cdots - \phi_pB^p, \\
\theta_q(B) &= 1 - \theta_1B - \theta_2B^2 - \cdots - \theta_qB^q, \\
\Phi_p(B) &= 1 - \Phi_1B^s - \Phi_2B^{2s} - \cdots - \Phi_pB^{ps}, \\
\Theta_q(B) &= 1 - \Theta_1B^s - \Theta_2B^{2s} - \cdots - \Theta_qB^{qs}, \\
Bz_t &= z_{t-1}, \\
B^s z_t &= z_{t-s},
\end{align*}

and $\phi_1$, $\phi_2$, ..., $\phi_p$ are the parameters of the non-seasonal autoregressive term of the model; $\theta_1$, $\theta_2$, ..., $\theta_q$ are the parameters of the non-seasonal moving average terms of the model; $\Phi_1, \Phi_2, ..., \Phi_p$ are the parameters of the seasonal autoregressive term of the model; $\Theta_1, \Theta_2, ..., \Theta_q$ are the parameters
of the seasonal moving average terms of the model; \( B \) is the backshift operator; \( d \) and \( D \) indicate regular and seasonal differencing, respectively; \( a_t \) is a white noise process; \( z_t \) is the data series.

Sample autocorrelation function (SAC) and sample partial autocorrelation function (SPAC) are usually used to identify an ARIMA model, providing systematic guidance about the underlying correlated behaviour of the series. In fact, the procedure follows five steps: (i) stationarity examination, (ii) model identification, (iii) parameter estimation, (ix) model verification, (x) forecasting.

3.3. Transfer Function

The general transfer function is shown in Equation (2)

\[
z_t = \mu + \frac{\text{C}_0(\delta)}{\delta(\delta)} B^h z_t^{(x)} + a_t,
\]

Where

\[
\omega(B) = 1 - w_1 B - w_2 B^2 - \cdots - w_s B^s,
\]

\[
\delta(B) = 1 - \delta_1 B - \delta_2 B^2 - \cdots - \delta_r B^r,
\]

and \( z_t \) represents the stationary \( Y_t \) values, \( z_t^{(x)} \) represents the stationary \( X_t \) values, \( \mu \) is a constant term, \( C \) is a scale parameter, \( h \) is the order of delay that is the time delay between changes in \( X_t \) and the impact on \( Y_t \), \( s \) is the order of regression, \( r \) represents the order of decay.

3.3.1. Stationary Transformation

If the time series is stochastic, the variables are usually centered or differenced to attain a condition of stationarity. In general, it is necessary to apply differencing to either the input series \( z_t^{(x)} \) or the output series \( z_t \) or both, in order to achieve stationarity. Moreover, the input series \( z_t^{(x)} \) or the output series \( z_t \) do not need to be differenced in the same way. The ACFs and PACFs of the cost series are shown in Figure 2, which indicate they are non-stationary variables. Therefore, they need to be differenced to be stationary variable for further modelling.

3.3.2. Prewhtened Time Series \( z_t^{(x)} \) and \( z_t \)

It is recognised that autocorrelation in the input series may contaminate the cross-correlation between the input and output series [22]. Autocorrelation is a major reason for spurious relationships. For example, two unrelated time series that are internally autocorrelated, sometimes by chance, can produce significant cross correlations. Thus, a prewhitening filter is suggested to neutralize this autocorrelation [23]. This filter can transform the input series into white noise. It is formulated from the ARIMA models. The first step in the prewhitening process is to select an ARIMA model describing the \( z_t^{(x)} \) series. The ARIMA model to describe \( z_t^{(x)} \) is expressed in Equation (3)

\[
\varphi_p(B)\theta_p(B^L)z_t^{(x)} = \theta_q(B)\theta_q(B^L)a_t,
\]

So

\[
\alpha_t = \frac{\varphi_p(B)\theta_p(B^L)z_t^{(x)}}{\theta_q(B)\theta_q(B^L)}.
\]

This inverse filter developed from \( X_t \) is then applied to \( Y_t \) series substituting \( z_t \) for \( z_t^{(x)} \) in the above equation. Then \( \beta_t \) is obtained as shown in Equation (4).

\[
\beta_t = \frac{\varphi_q(B)\theta_p(B^L)z_t}{\theta_q(B)\theta_q(B^L)},
\]
3.3.3. Determine Model Orders

The order of b, r, and s determine the structure of the transfer function. The cross-correlation function between the $a_t$ and $\beta_t$ can be used to tentatively determine the model orders b, s, and r. The cross-correlation subjected to the identical transformation remains the same. After both $X_t$ and $Y_t$ series are prewhitened, direct estimation of the orders is made possible from the examination of the SCC. The shape of the cross-correlation between the two series explores the orders (b, r, and s) of the transfer function. The cross-correlation function at lag k can be described in Equation (5).

$$r_k(a_t, \beta_t) = \frac{\sum_{t=0}^{\infty} (\alpha_t - \bar{\alpha}) (\beta_{t+k} - \bar{\beta})}{[\sum_{t=0}^{\infty} (\alpha_t - \bar{\alpha})^2]^{1/2} [\sum_{t=0}^{\infty} (\beta_{t+k} - \bar{\beta})^2]^{1/2}}$$

(5)

where $\bar{\alpha}$ is the mean of $\alpha_t$ values, $\bar{\beta}$ is the mean of $\beta_t$ values.

To interpret the cross-correlation, it is supposed that there are no spikes at negative lags. If there were, this indicates that the $z_t$ have an effect on $x_t^{(x)}$. In that case, the transfer function cannot be used. There can be no feedback from $Y_t$ to $X_t$. In other words, the $X_t$ in the transfer function model must be exogenous. One of the assumptions of the transfer function is that the relationship proceeds from $X_t$ to $Y_t$. A spike at negative lags can possibly occur, indicating a feedback, simultaneity or a reverse effect. Apparent spike at negative lags may result from the failure to prewhiten that fails to trim out contaminating autocorrelation within the input series or may be due to the reverse effect or feedback in the relationship. No such spikes exist, the next is to identify the lag at which the first spike occurs in the cross-correlation plot. This lag is $b$, the number of periods before the $X_t$ begin to influence $Y_t$.

Furthermore, the practice has suggested that after the first spike a clear dying-down pattern (exponential or sinusoidal) may exist in the SCC. The value of s is the number of lags that lie between the first spike and the beginning of the dying-down pattern. Sometimes, the s is not obvious due to the beginning of the dying-down pattern being questionable. In some cases, the value of s is somewhat arbitrarily determined. In addition, the value of r is determined by examining the dying-down pattern after lag b+s. Specifically, if the sample cross-correlation is dying down in an oscillatory or compound exponential fashion, it is reasonable to assign r=2. If it is dying down in a damped exponential fashion, it is reasonable to set r=1. The value of r is zero if there is no decay. Fine-tuning the identification process may require some trial and error with a view toward examining the parameters for significance and minimising the errors.

3.3.4. Estimation and Diagnosis Checking

After determining the values of b, r, and s, the model parameters can be estimated by least squares. To minimize sums of squared residuals the iterations continue until they do not improve significantly. The next step is to evaluate the model adequacy by examining the model residuals. The residuals can be examined by their ACF and PACF as well as the Ljung-Box Q test. The autocorrelation function and partial autocorrelation function of the residuals are employed. If no spikes exist in either RSAC or RSPAC, it is reasonable to conclude that the residuals are independent which meets the model assumption. Otherwise, if there are spikes in either RSAC or RSPAC, this indicates that residuals are dependent. New parameters should be incorporated into the model to account for those spikes.

A comparative evaluation of alternative models is necessary by examining the residuals or their error measures such as sums squared residuals, mean absolute errors, and mean absolute percentage errors. The comparison also includes the evaluation of the forecasts produced by those models. The MAPE is usually employed for investigation of the forecasts against the validation sample.

4. Data Analysis

The ARIMA models and transfer function models for the building costs of these three building types as well as the results of building cost forecasting are discussed in this section. To compare the
forecasting performance of proposed ARIMA models and transfer function models, the MAPE is introduced. It can be expressed in Equation (6).

\[
MAPE = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} \times 100%,
\]  

where \(y_i\) is the actual observed value, \(\hat{y}_i\) is the forecasting values, \(n\) is number of forecasting values.

4.1. Seasonal ARIMA Model

An important characteristic of seasonal time series is that the observations that are \(s\) time intervals apart are similar if the seasonal period is \(s\) [24]. In this study, \(s=4\) quarters. Thus, for example, the observed value in the second quarter of one year will be alike to, or correlated with, that in the second quarter of the following year. However, it should be noted that the value in the second quarter is also correlated with that in the immediately preceding quarter, the first quarter. Therefore, there are two relationships going on simultaneously: (i) between observations for successive quarters within the same year, and (ii) between observations for the same quarter in successive years. It is necessary to develop two time series models – one for modelling the correlation between successive quarters within the years and one that can describe the relationship between same quarters in successive years and then combine the two. The model development process for seasonal models is similar to that used for regular time series models. First, the difference operations can also be used to make time series data stationary. However, for seasonal data, both regular difference and seasonal difference \((\nabla \nabla z_t = z_t - z_{t-s})\) can be used.

4.1.1. Univariate ARIMA Model for Building Cost of One-Storey House in New Zealand (HBC1)

For the building cost data for one-story house in New Zealand, denoted as HBC1, with quarterly seasonality, a regular first difference and a seasonal difference were applied \(\nabla \nabla z_t = \nabla (z_t - z_{t-4}) = z_t - z_{t-1} - z_{t-4} + z_{t-5}\). Finally, when the data was differenced twice the autocorrelation function (ACF) indicates that the data is stationary as the spikes fade out at both seasonal and non-seasonal lags, as shown in Figure 3 (a1). Having transformed the data to stationary, it is ready to identify the model. The patterns of the ACF and PACF shown in Figure 3 (a1) (a2) provide guidance to identify the stationary seasonal model. From Figure 3 (a1) showing the ACF for the stationary time series HBC1, it can be seen that there is a significant negative spike at lag 4, after which the seasonal autocorrelation pattern cuts off. It indicates that a moving average model applied to the four-quarter seasonal pattern. Moreover, it can also be seen that there is a significant autocorrelation at lag 1 and lag 3, after which the ACF cuts off. This indicates a first order and third order moving average terms in the regular time series model.

The ARIMA \((0,1,3)(0,1,1)\) was obtained to model the time series data HBC1. Moreover, the Ljung-Box chi-square statistics indicate that for all lags there is no significant autocorrelation remaining in the residuals, as shown in Figure 4 (a). The residual tests confirm that the model provides a fairly useful description of the dynamics in HBC1 data. Then the model was selected as a yardstick for the corresponding transfer function model.
Figure 2. (a) The ACF of HBC1; (b) The ACF of HBC2; (c) The ACF of HBC3; (d) The ACF of AHP
Figure 3. (a1) The ACF of stationary HBC1; (a2) The PACF of stationary HBC1; (b1) The ACF of stationary HBC2; (b2) The PACF of stationary HBC2; (c1) The ACF of stationary HBC3; (c2) The PACF of stationary HBC3; (d1) The ACF of stationary AHP; (d2) The PACF of stationary AHP.
Figure 4. (a) The ACF of the residuals of ARIMA model for HBC1; (b) The ACF of the residuals of ARIMA model for HBC2; (c) The ACF of the residuals of ARIMA model for HBC3

4.1.2. Univariate ARIMA Model for Building Cost of Two-Storey House in New Zealand (HBC2)

The building cost of two storey house in New Zealand is denoted as HBC2. Based on the ACF and PACF shown in Figure 3 (b1) (b2), the estimated seasonal ARIMA model for forecasting building cost of two-storey house in New Zealand is found to be ARIMA (0,1,0)(0,0,2). The residuals shown in Figure 4 (b) test indicate that the model is adequate. The forecast error for two years ahead forecasts measured by MAPE and RMSE are illustrated in Table 1. The values of MAPE and RMSE are 2.177 and 61.76, respectively.

4.1.3. Univariate ARIMA Model for Building Cost of Town House in New Zealand (HBC3)

The building cost of town house in New Zealand is denoted as HBC3. Seasonal ARIMA models are fitted to stationary building cost series of town house, and the cost series require a regular difference and a seasonal difference to achieve stationarity. According to Figure 3 (c1) (c2), the seasonal ARIMA model is ARIMA(0,1,0)(1,0,0). The final ARIMA model estimated and selected for forecasting future building cost of town house in New Zealand is ARIMA(0,1,0)(1,0,0). The model is adequate and consistent with the underlying theory as the residuals shown in Figure 4 (c).
Table 1. Univariate ARIMA models for cost series

<table>
<thead>
<tr>
<th>Cost series</th>
<th>Model</th>
<th>Parameters</th>
<th>Estimate</th>
<th>t-statistics</th>
<th>Ljung-Box</th>
<th>Statistics</th>
<th>df</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBC1</td>
<td>ARIMA(0,1,3)(0,1,1)</td>
<td>$\theta_1$</td>
<td>0.335</td>
<td>2.379</td>
<td>24.77</td>
<td>14</td>
<td>0.375</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_3$</td>
<td>-0.297</td>
<td>-2.022</td>
<td>6.035</td>
<td>16</td>
<td>0.988</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\phi_1$</td>
<td>0.447</td>
<td>3.177</td>
<td>8.168</td>
<td>17</td>
<td>0.963</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$R^2=0.96$, RMSE=35.60, MAPE=1.64, MAE=24.95, BIC=7.453</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HBC2</td>
<td>ARIMA(0,1,0)(0,0,2)</td>
<td>$\phi_2$</td>
<td>-0.394</td>
<td>-2.848</td>
<td>6.035</td>
<td>16</td>
<td>0.988</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$R^2=0.943$, RMSE=61.76, MAPE=2.17, MAE=37.41, BIC=8.392</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HBC3</td>
<td>ARIMA(0,1,0)(1,0,0)</td>
<td>$\phi_1$</td>
<td>0.594</td>
<td>5.483</td>
<td>8.168</td>
<td>17</td>
<td>0.963</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$R^2=0.969$, RMSE=45.75, MAPE=1.57, MAE=28.92, BIC=7.719</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2. Transfer Function Model

The transfer function models will be developed below. In all cases only the first 56 observations were used, which indicate the data set up to 2014:Q4 were used to specify the models. This study used approach in [7] to transfer function identification. After some initial analysis, the New Zealand house price series (AHP) was used as the input variable. The ACF and PACF of AHP are shown in Figure 3 (d1) (d2). Using the proposed identification method, the ARIMA model for New Zealand house price (AHP) can be expressed in Equation (7).

$$ (1 - 0.827B) (X_t - X_{t-1}) = a_t, \quad (7) $$

The model residuals were checked for independence. There is no significant autocorrelation at the 5% level. The results of the transfer function models for the residential building costs in New Zealand are shown in Table 2.

4.2.1. Transfer function model for building cost of one-storey house in New Zealand.

Building cost of one-storey house in New Zealand, denoted as HBC1, could be influenced by the New Zealand house prices. Building costs and house prices are positively correlated so that an increase in house prices leads to an increase in the building costs and vice versa. Thus, finding a mathematical relationship between these two variables in the transfer function form can be particularly valuable. The preliminary identification of series with the SAC and SPAC to test for stationarity and seasonality was performed. With the observation of slow damping of the SAC correlogram, the regular first differencing and seasonal differencing of order four were required to bring about stationarity. After regular and seasonal differencing of HBC1 output series, the series is stationary.

As shown in Figure 5 (a), the first cross-correlation which is placed out of its acceptance region is at lag zero, after which the CCF damping down is in an oscillation pattern. Thus, b is zero, s is zero and $r = 2$ (oscillation pattern) The model parameters were estimated, then $C = 0.414, \delta_1 = -0.959, \delta_2 = -0.894$. Then the model can be expressed in Equation (8).

$$ z_t^{HBC1} = \frac{C}{(1-\delta_1 B - \delta_2 B^4)^2} z_t^{(HP)} + a_t = \frac{0.414}{(1+0.959B+0.894B^4)^2} z_t^{(HP)} + a_t, \quad (8) $$

The model residuals should be examined to meet the assumption of error independence. According to Figure 6 (a1)(a2), it can be inferred that the residuals are not a white noise process, therefore, to redevelop the model is necessary. After examining the pattern of RACF and RPACF, a moving average term and a seasonal moving average term should be included in the model. The
moving average parameters \( \theta_1=0.298, \theta_2=0.251 \), respectively. Therefore, the model can be expressed in Equation (9).

\[
x_t^{HBC1} = \frac{c}{(1-\delta_1 B-\delta_2 B^2)} x_t^{(HP)} + (1 - \theta_1 B)(1 - \theta_2 B^2) \epsilon_t = \frac{0.414}{(1+0.9598+0.8948 B^2)} x_t^{(HP)} + (1 - 0.298B)(1 - 0.251B^2) \epsilon_t,
\]

In order to access the model expressed in the above Equation, the autocorrelation function of the model residuals was considered. The residuals shown in Figure 7 suggest that the residuals satisfy the condition of a white noise process. Moreover, the results of Ljung-Box test also indicate the absence of the autocorrelation in the residuals. Therefore, the model in Equation (9) is adequate.

4.2.2. Transfer function model for building cost of two-storey house in New Zealand.

Building cost of two-storey house in New Zealand denoted as HBC2. The preliminary identification of series with the SAC and SPAC to test for stationarity and seasonality was performed. With the observation of slow damping of the SAC correlogram, the regular first differencing was required to bring about stationarity. After the first regular differencing of HBC2 output series, the series is stationary.

First, this ARIMA model was used to filter the building cost for two-storey house. Then, the cross-correlation between these two pre-whitened series was computed as shown in Figure 5 (b). The first significant spike appears at lag 3, suggesting a delay of three periods. The orders of the transfer function \( b=3, s=1, \) and \( r=1 \) can be identified. The ordinary least square method was used to estimate the model parameters. The transfer function is shown in Equation (10).

\[
x_t^{HBC2} = \frac{-1.341(1+1.2578 B)}{1-0.4290} B^3 x_t^{(HP)} + a_t,
\]

The model residuals should be examined to meet the assumption of error independence. According to Figure 6 (b1) (b2), it can be inferred that the residuals are a white noise process. The residuals shown in Figure 6 (b1) (b2) suggest that the residuals satisfy the condition of a white noise process. Moreover, the results of Ljung-Box test also indicate the absence of the autocorrelation in the residuals. Therefore, the model in Equation (10) is adequate.

4.2.3. Transfer function model for building cost of town house in New Zealand.

Building cost of town house in New Zealand is denoted as HBC3. With the observation of slow damping of the SAC correlogram, the regular first differencing and seasonal differencing of order four were required to bring about stationarity. After regular and seasonal differencing of HBC3 output series, the series is stationary shown from the SAC. In the identification of the transfer function model, it is necessary to apply the same pre-whitening transformation to both the input and output series. Thus, the ARIMA model for house price (AHP) also applied to the building cost series of town house. However, before the pre-whiten progress, the cost series has been transformed to stationary by a regular differencing and a seasonal difference.

Figure 5 (c) shows the first significant spike is at lag 0 on the cross-correlation function, indicating no delay time. The orders of the transfer function \( b=3, s=0, \) and \( r=2 \) can be identified. The ordinary least square method was used to estimate the model parameters. The transfer function is shown in Equation (11).

\[
x_t^{HBC3} = \frac{c}{(1-\delta_1 B-\delta_2 B^2)} B^3 x_t^{(HP)} + a_t = \frac{0.089}{(1-1.6148 B+0.8498 B^2)} B^3 x_t^{(HP)} + a_t,
\]

The residuals were checked for autocorrelation, the chi-square values for all the lags were found to be not significant at the 5% level, as shown in Figure 6 (c1) (c2). This suggests that the model residuals do not have problems with autocorrelation and, indeed, white noise.
Figure 5. (a) The CCF of AHP and HBC1; (b) The CCF of AHP and HBC2; (c) The CCF of AHP and HBC3;
Figure 6. (a1) The ACF of the residuals of transfer function model for HBC1; (a2) The PACF of the residuals of transfer function model for HBC1; (b1) The ACF of the residuals of transfer function model for HBC2; (b2) The PACF of the residuals of transfer function model for HBC2; (c1) The ACF of the residuals of transfer function model for HBC3; (c2) The PACF of the residuals of transfer function model for HBC3
Figure 7. (a) The ACF of the residuals of the re-model for HBC1; (b) The PACF of the residuals of the re-model for HBC1

<table>
<thead>
<tr>
<th>Cost series</th>
<th>Model order</th>
<th>TF model parameters</th>
<th>Estimate</th>
<th>t-statistics</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBC1</td>
<td>0 0 2</td>
<td>$c$ 0.414, $\delta_1$ -0.959, $\delta_2$ -0.894, $\theta_1$ 0.298, $\vartheta_1$ 0.311</td>
<td>2.189, -9.110, -8.434, 2.007, 2.630</td>
<td>0.034, 0, 0, 0.051, 0.211</td>
<td></td>
</tr>
<tr>
<td>HBC1</td>
<td>3 1 1</td>
<td>$c$ -1.341, $\omega_1$ 1.257, $\delta_1$ 0.429</td>
<td>-2.969, 3.596, 2.103</td>
<td>0.005, 0.001, 0.041</td>
<td></td>
</tr>
<tr>
<td>HBC3</td>
<td>3 0 2</td>
<td>$c$ 1.088, $\delta_1$ -0.790, $\delta_2$ -0.645</td>
<td>3.327, -4.529, -3.698</td>
<td>0.002, 0, 0.001</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R²</th>
<th>RMSE</th>
<th>MAPE</th>
<th>MAE</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBC1</td>
<td>0.960</td>
<td>35.83</td>
<td>1.690</td>
<td>25.63</td>
</tr>
<tr>
<td>HBC2</td>
<td>0.932</td>
<td>59.55</td>
<td>2.476</td>
<td>43.56</td>
</tr>
<tr>
<td>HBC3</td>
<td>0.952</td>
<td>47.62</td>
<td>1.850</td>
<td>34.73</td>
</tr>
</tbody>
</table>

4.3. Forecast Evaluation

The above proposed models were evaluated for their out-of-sample forecasting performance. The models were developed using data up to 2014:Q4 and then forecasts were made for the following 16 quarters. As the time index advanced, the sample size increases, the identified model is re-estimated and used for forecasting over the validation sample. However, this model evolution would not affect the forecasting performance as the model orders do not allow changing as more observations are accumulated. Also, the model comparison is carried out in a meaningful and
systematic way by using formal statistical tests. And the model parameters do not reveal substantial variations and maintain the same sign over the whole validation sample. The MAPE values for the transfer function models and seasonal ARIMA models for the period 2015:Q1-2018:Q4 are presented in Table 3. The results clearly indicate that the transfer function model outperforms the seasonal ARIMA models for each building cost series considered.

The improvement of forecasting efficiency from the use of transfer function models over the ARIMA models is best illustrated by observing the error measurements. For the building cost of one-storey house (HBC1) in New Zealand, there is a reduction of about 39.1% in the MAPE from the seasonal ARIMA model to the transfer function model. For the building cost of two-storey house in New Zealand (HBC2), the reduction from using the transfer function model is even more pronounced: there is a 53.5% reduction in the MAPE from the ARIMA model to the transfer function model. For the building cost of town house in New Zealand (HBC3), the transfer function models provide a 79.9% MAPE reduction over the seasonal ARIMA model. Note that the transfer function models are, for all three cost series, superior to the seasonal ARIMA models.

<table>
<thead>
<tr>
<th>Cost series</th>
<th>ARIMA</th>
<th>TF</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBC1</td>
<td>2.091</td>
<td>1.273</td>
</tr>
<tr>
<td>HBC2</td>
<td>2.935</td>
<td>1.365</td>
</tr>
<tr>
<td>HBC3</td>
<td>5.766</td>
<td>1.161</td>
</tr>
</tbody>
</table>

Table 3. Comparison of model performance (MAPE)

5. Results Discussion

The fluctuations in the building cost index are problematic for cost estimating. The ARIMA models completely take into account the dynamic process of cost series, the seasonality, and serial correlation in the residuals to obtain precise cost forecasts. Although the model can dynamically model the time series data, it cannot investigate the causality between independent variables and dependent variables. Based on the knowledge and existing literature, building costs are not only influenced by the construction industry, but also are influenced by other factors, such as house prices, economic conditions, population, incomes, and financial loans. The inclusion of explanatory variables into the models can provide opportunities to forecast building cost more accurately. New Zealand house prices index was selected as an explanatory variable for predicking building cost in this study.

It is supposed that the transfer function model can describe more about the characteristics of the output than a univariate model by modelling the dynamic relationship between the input and output variables. The gain from including New Zealand house price in the transfer function models is significant. This is consistent with the findings of [25] which indicated that model inclusion of an exogenous variable can improve the forecasting performance. House is one kind of building construction products, which connect the building construction sector to the housing sector. So, the building costs subject to the effects of the changes in house prices. New Zealand house prices stimulate changes in the three building costs, although building costs are usually viewed as fundamentals. The findings are also supported by the studies of [26, 27].

The analysis results suggest that the simplest model is not always an appropriate model for predicting, particularly when additional information is available. Univariate models like ARIMA models should primarily be used as a benchmark in comparing forecasting performance. When explanatory variables are available they can be included in the model to gain efficiency. Multivariate models can then be realised to improve forecasting performance.

6. Conclusion

Accurate cost estimating can help in developing accurate budgets and preventing under- or over-estimation. Based on the Box-Jenkins model development process, transfer function models and seasonal ARIMA models for building costs of one-storey house, two-storey house, and town house in New Zealand, were developed. The predictability of the transfer function models was compared
with the univariate ARIMA models. Transfer function models surpassed the seasonal ARIMA models. Due to the inherent complexity in the process, the transfer function models that contain an exogenous variable are better at forecasting than the simpler ARIMA models. The results also indicate that the use of house price significantly reduces the forecasting error in building costs, relative to seasonal ARIMA models. The study has shown that the inclusion of an explanatory variable input within an ARIMA framework leads to an improvement in forecasting performance. More interestingly, the results also demonstrate that variations in house prices can result in fluctuations in residential building costs.

The contributions of this study are mainly in three areas. First, the main contribution of this study is to enhance cost estimation accuracy and guide the industry practitioners in the preliminary design stage. The developed models reduce the time and cost required to develop a cost list for a given project. Moreover, the forecasts produced by the transfer function models are statistically reliable considering the 95% upper and lower confidence limits. Second, the inclusion of New Zealand house prices in the transfer function model significantly improves the cost forecasting performance. The findings contribute to the present body of knowledge on cost estimating and may serve as a valuable guide for future model development. Third, the results of the study prove that New Zealand house prices are significant influencing factors of residential building cost.

The scope of this study is limited to building cost index. Although building cost index has been extensively employed by industry professionals and organisations, it cannot represent all types of building costs in New Zealand’s construction industry. It is expected that this study may assist industry professionals to prepare more accurate cost estimates, budgets, and bids. Future studies can be conducted by using the multivariate regression method to produce more accurate forecasts by including other variables such as employment, the labour cost index, and the producer price index. Moreover, whether a hybrid model that combines different forecasting techniques can produce a substantive improvement in forecasting should be investigated. In addition, an extension of the current study could include: the use of a vector structural model; employ intervention models; and, finally, evaluate whether non-linear models represent an improvement over linear models.
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