Pattern Recognition with Convolutional Neural Networks: Humpback Whale Tails
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Abstract: This paper presents a study and implementation of a convolutional neural network to identify and recognize humpback whale specimens from the unique patterns of their tails. Starting from a dataset composed of images of whale tails, all the phases of the process of creation and training of a neural network are detailed – from the analysis and pre-processing of images to the elaboration of predictions, using TensorFlow and Keras frameworks. Other possible alternatives are also explained when it comes to tackling this problem and the complications that have arisen during the process of developing this paper.
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1. Introduction

Artificial Intelligence’s (IA) computing capability has been notoriously increased in the recent years. As long as it has been available to more and more public at the same time, its technological and social impact growth exponentially. This fact has included IA in almost any IT field, with massive companies like Google, Facebook, Amazon or Microsoft offering services, solutions and tools based on IA. Video Games, Virtual Assistants, and Financial Services are examples of it.

One of the areas that have a greater development is image recognition field. This is mainly thanks to the social utility and precision (compared to the human eye) that this field offers. This sort of technology is used in a wide range of systems, ranging from vigilance tools and facial recognition to medical applications like early tumour identification.

Its potential and social implication is so high that its development has to be deeply linked to ethical responsibility. It is remarkable that IA and field recognition are not controversy-free subjects, as long as they received critics due to abusive practices or lack of ethics/privacy.

Since IT early years, the possibility of machines that were able to think has result actually attractive, coming to the mind of several writers and artist alongside history. They imagined androids that were absolutely indistinguishable from humans and IAs with capabilities that the human mind is unable to understand, among many others. However, in order to understand the viability of these examples, it is needed to understand what is IA and how does it work.

The term IA has been raised historically from different points of view: the ability to think or the ability to act intelligently [1]. On the one hand, the first one focuses on the approach to a human idea of intelligence, in which the machines think and are rational. On the other hand, the second approach is based not so much on the process as on the result, considering IA to the ability to act and emulate what would be the result of a strictly rational action. A fundamental part of intelligence lies in learning,
a process through which, through information, study and experience, a certain formation is achieved. That is why the need arises within the framework of the AI to properly equip the knowledge systems.

With this objective, automatic learning or machine learning was born, which, thanks to the processing of data, seeks the identification of common patterns that allow the elaboration of more and more improved and accurate predictions. However, these algorithms have historically required complex statistical knowledge. Following the evolution of machine learning, the recent years have seen the birth of a new concept, known as deep learning. Unlike automatic learning, deep learning understands the world as a hierarchy of concepts [2]. diluting the information in different layers through the use of modules, which transform their representation into a higher and more abstract level. This allows the amplification of the relevant information and eliminates the superfluous one [3].

Artificial neural networks or neural networks are mathematical models that try to emulate the natural behavior of biological neural networks. On these models, a network of logical units or neurons interconnected with each other is established. With this connection, they are able to process the received information and emit a result to the next layer determined by an activation function that takes into account the weight of each input. This behavior adds further importance to specific incoming connections.

In this model, the neuronal output \( y \) is given by:

\[
y = f(\sum_{i} w_{ni}x_{ni} + b)
\]

During the training phase of a neural network the weight and bias parameters are readjusted in order to adapt the model to a specific task and improve the predictions it gets. The activation function \( f \) will be selected according to the problem to solve.

Multilayer neural networks organize and group artificial neurons into levels or layers. These have an input layer and an output layer, and might have a variable number of hidden layers between them.

The input layer is formed by neurons that introduce the information into the network, but they do not produce processing, so they only act as a receiver and propagator. The hidden layers are formed by those neurons where both the entrance and the exit connect with other layers of neurons. The output layer is the last level of the network and produces a set of results out of it.

The connections of the multilayer neural networks usually go forward, connecting the neurons with their next layer. They are called feed forward networks.

2. Convolutional Neural Networks

Convolutional Neural Networks (ConvNet or CNNs) [4,5] are a class of multilayer feed forward neural networks specially designed for the recognition and classification of images.

Computers perceive images in different ways to humans, as long as for these an image consists of a two-dimensional vector with the values relative to the pixels. They have got a channel for greyscale images or three of them for colour (RGB).
Convolutional networks follow a certain structure, with three main types of layers: Convolutional Layer, Pooling Layer and Fully-Connected Layer. A series of alternate conversions and subsamples or reductions are made, until finally through a series of completely connected layers (multilayer perception) the desired output is obtained, equivalent to the number of classes.

The convolution makes a series of products and sums between the starting matrix and a kernel matrix or filter of size $n$. On the other hand, the sub-sampling reduces the dimension of the input matrix by dividing it into sub-regions and allowing the generalization of the characteristics.

There are different architectures that are currently considered as the state of the art, such as AlexNet, Inception or VGGNet, highlighting residual neural networks or ResNet [6] among them.

2.1. Programming Language

Among the most popular programming languages in the field of IA, two of them stand out: Python and R, being the latter largely oriented towards statistical analysis. In terms of deep learning, the clear dominator is Python, thanks in part to the large number of libraries and frameworks developed for this language, such as PyTorch, Caffe, Theano, TensorFlow or Keras. That is why Python have been chosen.
in its version 3.6 for this project. In addition, different libraries implemented for this language will be used to facilitate the development process. Some of the most relevant packages are the following:

- **NumPy**, focused on the scientific computation, provides vectors or arrays as well as powerful mathematical tools on them. Pandas for the analysis of data, mainly the reading process of the different CSV files needed. Pandas allows quick access to the data, as well as a powerful treatment of it.
- **Scikit-learn**, a machine learning library, with powerful statistical tools that will be used mainly during the pre-processing of the data, prior to the implementation of the neural network.
- **Python Imaging Library (PIL)** used for reading and converting images. In the development phase, although eliminated in the final version, the Matplotlib library has been used in order to create the needed graphs. More specifically, it has been used only for visualization and to obtain the images, both original and processed, during the elaboration of this document. Therefore, it lacks relevance and usefulness in the final versions.
- Developed by Google in order to meet their needs along the machine learning environment, **TensorFlow** is a library for numerical calculations that mainly uses data flow diagrams. Published under a license of open code in 2015, it has since become one of the most popular benchmarks in the development of deep learning systems and neural networks.
- **Keras**, born with flexibility and usability in mind, is a library for high level neural networks that was developed for Python. One of the biggest advantages when it comes to Keras usage is that it seeks to greatly simplify the development-related tasks. Is it possible to run it with libraries such as TensorFlow, Theano or CNTK as a backend, understanding each other as an interface rather than as a framework. In 2017, Keras was integrated into the source code of TensorFlow allowing its development with a higher level of abstraction. Deep learning and its development have been greatly facilitated by the use of GPUs (Graphics Processing Unit). The high number of calculations that are carried out and their high complexity, especially during the training of a neural network, make high-performance hardware an actual need. GPUs come into play in this current scenario, as long as its usage in the training of neural networks allows to reduce considerably the time taken, compared to the exclusive use of CPUs. This is due to its high number of cores that allow parallel processing.
- **CUDA**, NVIDIA parallel calculus architecture, next to cuDNN, its library for deep neural networks, allows the use of GPUs in TensorFlow for our project.

The performance of the application can vary considerably depending on the available specifications, being critical in the final results and, especially, in the total execution time.

The system used has an Intel Core i7-8700 6-core processor with a base frequency of 3.2GHz up to 4.6GHz and 16GB of DDR4 RAM. It also has a NVIDIA GeForce GTX 1060 graphics card with 3GB of VDR DDR5 memory with a total of 1152 CUDA cores.

This hardware is able to perform the training of the neural network and the processing of images in a comfortable way, however different approaches to the problem would require more memory allocated in the GPU.

3. Design

3.1. Dataset

The key aspect to face the construction of a neural network is the study and analysis of the dataset on which it is intended to work. Within this project, the dataset is constituted by a set of images of humpback whales, more specifically their tails.
As the images show, the tails present different characteristics. The most notable difference a priori is the variation of colour between them, which can be presented both in greyscale or in colour. The contrast of resolutions, or the presence of elements external to the whale itself, such as annotations, is also a relevant aspect.

There are approximately 25,000 images divided into two sets, one training 9851 images while the other one evaluates 15,600 images. This distribution hinders the subsequent training of the network since the size of the training set is notably smaller to its homologous.

Alongside the images, the training set provides a CSV file that collects the labels of each image.

![Figure 5. XXX](image)

<table>
<thead>
<tr>
<th>Image</th>
<th>Id</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 00022e1a.jpg</td>
<td>w_e15442c</td>
</tr>
<tr>
<td>1 000466c4.jpg</td>
<td>w_1287fbc</td>
</tr>
<tr>
<td>2 00087b01.jpg</td>
<td>w_da2eфе0</td>
</tr>
<tr>
<td>3 01296d5.jpg</td>
<td>w_19e5482</td>
</tr>
<tr>
<td>4 014cfdf.jpg</td>
<td>w_f22f3e3</td>
</tr>
</tbody>
</table>

**Figure 6. Header of the Training File**

Our neural network will deal with the following problem: Identify humpback whale specimens and if there is no record of it, catalogue it as a new whale with the label new_whale, counting in total with 4251 different classes or individuals.

### 3.2. Image Processing

It is necessary to process each image in advance in order to facilitate the extraction of the present features present in it. If all the data is homogenized, this effect is achieved.

Firstly, the image is converted to a grey scale, ranging from three different channel colours to a single one. There is a double reason behind this conversion – the existence of original images in the black and white dataset and the absence of colour characteristics and information. This fact provokes that only the pattern of the tail stands out as useful information.

![Figure 7. RGB image to grey image conversion.](image)

The neural network requires the dimension of the input vectors to be fixed, and that is why each image must be rescaled beforehand, resulting, in this case, in 100x100 size matrices with a single channel.
Each pixel has a value ranging between 0 and 255. This amplitude of range, due to the operation of the convolutional networks, allows the incorrect identification of the characteristics for each vector. To correct this disadvantage, it is convenient to normalize the image previously, in a process known as zero mean and unit variance normalization.

The first step is to centre the image on the value 0 by subtracting its mean from each value of the matrix.

\[
M = \begin{bmatrix}
67.8595 & 64.8595 & \ldots & -13.140503 & -10.140503 \\
87.8595 & 87.8595 & \ldots & -15.140503 & -12.140503 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
-50.140503 & -50.140503 & \ldots & -33.140503 & -0.14050293 \\
-46.140503 & -42.140503 & \ldots & -8.140503 & 36.859497
\end{bmatrix}
\]

Subsequently, the range is compressed dividing each value between matrix’s standard deviation.

\[
M = \begin{bmatrix}
1.4328924 & 1.3695457 & \ldots & -0.2774693 & -0.21412258 \\
1.855204 & 1.855204 & \ldots & -0.31970045 & -0.25635374 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
-1.0587456 & -1.0587456 & \ldots & -0.6997808 & -0.0029668 \\
-0.97428334 & -0.88982105 & \ldots & -0.17189142 & 0.7783096
\end{bmatrix}
\]

3.3. Data Augmentation

A common practice within the classification of images through neural networks is the increase of data present in the dataset. This is especially useful where the proportion of classes is not balanced and there are numerous categories with only one sample.

In order to increase the number of data available for the training, a series of processes are performed on an original image, thus generating a series of derived images. Among the possible modifications are the rotation, translation, noise reduction, etc.
The effectiveness of this technique lies in the way neural networks understand the images and their characteristics. If an image is slightly modified, it is perceived by the network as a completely different image belonging to the same class.

This decreases the chances of the network to focus on irrelevant orientations or positions while maintaining the relevance of the desired characteristics such as the pattern of the tail in this project.

An increase of the training set has been made following the following criteria: If a class has less than 10 images, the difference with its original sample number is generated. Therefore, if a specimen had 4 samples, an additional 6 would be generated from the images associated with a whale.

3.4. Neural network architecture

The implemented network presents the following structure:
A convolutional layer is established, followed by batch normalization [7] and a max pool reduction. Following this fact, another convolutional layer is defined, followed by a reduction by mean or average pooling. This firstly allows extracting the most important characteristics of the image. Secondly, at the next level of depth, smoothing the extraction ensures the lack of loss of relevant information.

In both layers, a ReLU (Rectified Linear Unit) activation function is used, defined by:

\[ f(x) = x^+ = \max(0, x) \]

Where \( x \) is the input of the neuron, returning the value \( x \) if it is positive or 0 if it is negative. This allows to considerably accelerate the training to be easily computable in comparison to other activation functions such as softmax.

Finally, a conventional multilayer neural network is connected. This network is formed by 450 neurons with dropout, followed by a dense output layer which is completely connected to softmax as an activation function, as well as 4251 neurons that are equivalent to the total number of classes to classify. The first layer receives as input a vector of one dimension, which is achieved compressing the output of two dimensions obtained from the convolutional layers.

The dropout allows ignoring a percentage of input units or neurons during training, in this case 80%. This ignorance disembogues in a neural network smaller than the original and with therefore fewer parameters, which decreases the dependencies between neurons and thus avoids overtraining.

The softmax activation function is used in classification problems with multiple options, as in this case, and it returns the probabilities of each class. The aforementioned function is given by:
\[ f(x_i) = \frac{e^{x_i}}{\sum_{j=1}^{4251} e^{x_j}} \]

It compresses the values between 0 and 1 and makes the sum of all the resulting values equal to 1, being \( x \) an input vector of size equal to the number of units or neurons of the layer (4251).

3.5. Training

TensorBoard tool (belonging TensorFlow) will be used within this section to monitor and visualize our neural network during the training phase, performing a simulation while obtaining the precision and loss graphs.

A key aspect of neural networks is the loss function that informs about how far away are the predictions of a model (\( y^\hat{} \)) from the real labels \( y \). It is a positive value that improves the performance of the model while decreasing.

![Figure 13.](image)

The loss function used on the implemented model is Categorical Cross-Entropy (CCE) [8,9], which is especially useful in problems where several excluding classes exist. CCE is preferred for training deep networks with softmax outputs, since: It puts more emphasis on correct classification and can distinguish better between “almost correctly classified” and “totally wrongly classified” than 0-1-loss, It corresponds to maximum likelihood for networks with softmax output and It has an information-theoretical interpretation based on probability and therefore makes sense to use with probabilities (which is the nature of our predictions. The function is given by:

\[
H(y,\hat{y}) = \sum_x y_x \log \frac{1}{\hat{y}_x} = -\sum_x y_x \log \hat{y}_x
\]

Where \( x \) is a discrete variable and \( y^\hat{} \) is the prediction for the real distribution \( y \). The accuracy of the model during the training increases while the value of the loss function decreases.

The simulation of the training takes as reference the exit of the first dense layer before proceeding to the classification. This does not allow an exact representation of what would be the final output with the total classes, but easily exemplifies the behaviour of the neural network and the data during the training phase.

Four situations are differentiated during the execution in the case of study. The beginning, where the network is not trained (figure 14a). The first iterations (figure 14c) where most are considered new whale due to their common characteristics among all the images and to their greater proportion in comparison to the other classes. The phase where features from other classes are starting to be noticed (figure 15a). The final phase, where the network completes its training and differentiates with greater precision (figure 15c). A group with similar characteristics has been selected to follow its grouping.
3.6. Optimization algorithm

The learning process is summarized in one idea: the minimization of the loss function by updating the parameters, $w$, of the network, turning it into an optimization problem.

Adam or Adaptive Moment Estimation [10] is an optimization algorithm that allows modifying the learning rate as the training is performed. Specifically, it is a variant of the stochastic gradient descent.

The neural network has a series of hyper parameters among the learning rate. This parameter allows the gradient descent algorithms to determine the following point, so:

$$w_j = w_j - \alpha \frac{\partial f(w_j)}{\partial w_j}$$

Where $w_j$ is one of the parameters, $f$ the loss function and $\alpha$ the learning rate.

![Learning rate scheme](image)

If its value is too small, the convergence, and therefore the learning, will take too long, in the same way as if the rate is sufficiently large the next point will exceed the minimum, making it impossible to reach it. It is therefore true that an adequate value of the learning rate is the key for the correct performance during the training.
The descent of the gradient is an iterative process where the weights are updated in each iteration, which is the reason why, in order to obtain the best result, it is necessary to process the dataset more than once. As long as processing a complete dataset in an iteration is difficult by memory restrictions, it is divided into parts called batches of a certain size, so if the dataset contains 1000 images and a batch size of 100, there will be 10 divisions in total.

![Figure 17. Batch Gradient](image)

Thus, the learning process is carried out through iterations over the different batches. Depending on the size, the frequency with which the weights of the network are updated varies, so the smaller the size, the higher the frequency of update. Smaller sizes are generally used for the size of the dataset, mini-batch. If the size is equal it is called batch, and if it is equal to 1 it is known as stochastic.

In this project, a batch size of 128 over a total of 9850 images of the training set has been defined, which produces a total of 77 iterations for the achievement of the totality of the data. In addition, 100 epochs or tours on the complete dataset have been established.
The dataset subjected to an increase during the intermediate stages of development has a total of 124065 images, a massive number compared to the original 9850 images. This fact produces a total of 970 iterations per epoch, having been limited to 50.

3.7. Label coding

Due to the mathematical operations they perform, most of machine learning algorithms do not allow working on categorical data (labels), requiring numerical values.

The encoding technique known as One-Hot has been used for the implementation of the project, where a vector is generated for each category where only one of the values can be 1, being the rest 0.

The coding process involves two operations:

\[
V = \begin{bmatrix} Blue & Red & Green & White & Black \end{bmatrix}
\]

First off, the categories are converted into a whole value.

\[
V = \begin{bmatrix} 0 & 3 & 4 & 1 & 2 \end{bmatrix}
\]

Being subsequently codified as One-Hot vectors.

\[
M = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix}
\]
4. Evaluation

One of the main drawbacks during training is the overfitting or underfitting of the data. If the training data is not enough, the system will not be able to correctly recognize images. On the contrary, if a model is over trained it will increase the precision on the training set but it will be incapable of generalizing if new data is received.

![Figure 19. Model fitting.](image)

That is why the training data is usually split into two; a training set and an evaluation set. The test set must be representative of the total dataset data and must be large enough to be effective, usually between 70% and 80% of the original size. There may also be a third set of test to check the final version of a model, providing new data and ensuring an unbiased evaluation.

This allows to obtain results that are closer to reality since the data of the validation set remains hidden from the network during training and thus avoids overfitting the model.

In the implemented application, the validation set has been established at 10% of the total, while the training set was 90%. It has only been divided during the phase of development, by increasing the data set as described in section 4.2.1, to adjust the network’s hyper parameters and study their performance, using the entire original dataset in advanced versions of the model and not the increased dataset. This is due to two factors: the considerable increase in both the time of image pre-processing and in the training time of the neural network as well as the improvement in the percentage of final success of only 1%. However, if the goal is to achieve the maximum precision, the data increase in the final version is to be incorporated, in addition to a more aggressive processing on the data.

The decisions that justify the need to establish a process of image enhancement are several. First, the asymmetrical distribution of the data set, existing categories with a single example, which would result in the presence of values exclusively in one of the sets when dividing them during the evaluation results in counterproductive. The second and most important reason is the existence of a set of test data, with unknown values, provided by Kaggle [11], allowing us to generate a CSV file with the results, upload them to the competition and compare the performance of the model. Therefore, this set of tests will be used as a validation set in the final versions of the application.

4.1. Forecasting

The whole process of designing, implementing and training a neural network is summarized in the prediction, where it is expected that the network responds with a certain precision to a series of entries.

The model implemented reaches a precision of 0.4407, which is not a probability suitable for production but due to the characteristics of the selected dataset (4251 asymmetric classes) and to the hardware limitations that could exist in terms of memory, it is considered acceptable. If we compare the public classification of the Kaggle competition, the developed model would be placed in the 54th position out of a total of 528 participants, with the highest probability being 0.78563 and the second 0.64924.
To extract the results and the resulting classes it is necessary to reverse the labels coding process. In order to achieve this goal, the vector of predictions of length 4251 for each input is obtained, where a probability is established for each class. Then, the five highest probabilities are selected and their positions in the array are reverted to the original label.

5. Future improvements

5.1. Siamese Networks and Triplet Loss

The case study of this project, the identification of whales by their tail pattern where there are numerous classes belonging the same species, shares similarities with facial recognition applications. Within this field, one of the techniques with the greatest impact and performance are the Siamese networks and the use of triplet loss [12].

However, this procedure has not been implemented due to the memory restrictions of the hardware used, as long as this technique requires a large amount of memory.

Its fundamentals lie in the comparison of images to find similarities between them. Specifically, starting from an image to analyze, three elements are needed: Anchor image, where an image of the same class is obtained, positive image, and another of a different one, called negative image. The anchor image is compared with both images and an attempt is made to minimize the distance between the original image with the positive image while maximizing the distance with the negative image.

![Figure 20. Triplet Loss learning.](image)

Siamese networks are actually relevant at this stage, as long as they present an architecture that contains two or more identical subnets. In the case of triplet loss, there are three convolutional networks. These subnets share parameters that are updated simultaneously in each iteration.

![Figure 21. Triplet Loss model.](image)
All of the three images are analyzed, being their distances computed, while adjusting the weights according to the similarity of the images and their distances. Each network results in an interpretation of the image, process known as embedding. Therefore, when using the same model for identification, the extracted characteristics will be similar if they belong to the same class or to a different one in the opposite case.

6. Conclusions

The original approach to this project has been the study and deepening in the fields of artificial intelligence, deep learning and convolutional neural networks. That is why, despite the fact that the accuracy achieved does not imply a value close to the state of the art, the different methods and techniques used during the development of systems that allow recognizing images have been explored. Likewise, the influence and importance of previous work on the neural networks themselves has been analyzed, such as the processing of images and the comprehension of data sets.

During the development of this work, several of the original design decisions were altered. The usage of a single library for neural networks, TensorFlow, was raised, but in later versions Keras was also due to two factors: its previous inclusion in the TensorFlow library and the possibility of achieving a greater extent to offer a higher abstraction approach at a programming level compared to TensorFlow.

It has been possible to verify how the importance of the performance of a neural network does not reside exclusively in the architecture that it may have, but that the data set available substantially alters the final result, being a balanced dataset and a large number of samples a critical aspect. The main complications found are divided between the two most relevant goals: the pre-processing of images and the model. The selected dataset has greatly weighed the final accuracy of the application, requiring a much more aggressive data increase than has currently been done. Nonetheless, despite not providing the best results, it offers a clear vision about the importance of the available data, as well as the functioning of the neural networks in terms of the perception of images and how they are treated. In terms of the problems that have occurred in the implementation of the model, there are large hardware demands, especially in terms of RAM memory, that is not available in the equipment used, which has made it impossible to implement a more efficient architecture as detailed in section 4.6.
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