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Abstract  

The aim of this study was to determine the impact of information technology in management of risks in the capital 

market-listed company is in Tehran Stock Exchange. The purpose of the present study is an applied descriptive 

approach. The target population for the survey, companies that from 2009 to the first half of 2015 have been a member 

of the Tehran Stock Exchange, through Cochranʼs sample size of 140 companies, respectively. We used cluster 

sampling method. In order to collect data from two questionnaires: risk management questionnaire Foakeh (2013) has 

38 items and a standard questionnaire Chanvyas (2006) has 40 items, the whole five-item Likert scale questionnaire is 

above has been used. Data gathered through the questionnaire, sign the application was 21spss. For inferential analysis 

of the variables and to analyze the data from different statistical tests and regression was used Kolmogorov-Smirnov 

test. The results showed that information technology on risk management and its dimensions (primary market risk, 

market risk and the risk of secondary non-financial) impact. 

Keywords: Information Technology, Risk Primary Market, Secondary Market Risk, Non-Financial Risks, Risk 

Management 

1. Introduction 

The transformation of the global economy in recent decades and economic development have led to the development 

and development of numerous financial instruments. In addition to the expansion of traditional physical and financial 

assets, financial derivative transactions have also accelerated. 

The uncertainty surrounding the environment and the intensity of the competition between organizations and managers 

has challenged them with many challenges. The interconnection of the Internet and electronic communications will 

put valuable studies in an inadvertently endangered manner. With every advancement in technology, new risks are 

created, many of the old risks remain, and as a result, the risk inventory (the cumulative frequency of risks) increases. 

As stated, there is no escape from risk, and human society must look for ways to deal with it. Decisionmaking in IT-

based fields, projects and systems is also not risk-free and therefore, risk management policies and procedures should 

be considered in this area and supported by relevant decisions. In any organization that uses automated information 

technology systems to fulfill its mission and mission. Risk management plays a critical role in supporting the 

organizationʼs information resources. 

Risk management helps managers manage their operational and economic costs and help them make the best decisions. 

An appropriate risk management approach, if properly implemented, can help managers identify appropriate control 

factors. So as to ensure the security of the research mission of the organization and thus can guarantee the survival of 

the organization and protect the organization from the risk of small and large existing risks. In fact, the risk management 

process should be considered as part of a strong information security organization program. Because it is very necessary 

to apply risk management to support the organization and its mission in todayʼs dynamic environment. 

Newcomer upsurge in the IT industry in Iran and the high potential of experts as well as major organizations and 

institutions in the country have provided a good opportunity for serious attention to the development of IT expertise 

and infrastructures. Given the fact that today, the economic well-being of nations is directly related to their level of 

skills in information and communication technology, it is appropriate to provide ICT with the development of scientific 

and research fields. The development of IT infrastructure is something that will happen in the future, with issues such 

as educational development and cultural development, both of which are the tools of knowledge societies. Information 
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technology as knowledge and as an industry has a high degree of entrepreneurship and as a result of its proper utilization 

and its managed development in Iran can have beneficial effects in our country’s economic corpora. 

2. Literature Review  

Choline and colleagues (2015) state in an article entitled “Information and Communication Technology as a Key 

Strategy for Supply Chain Management for Small and Medium-Sized Manufacturing Companies”: The importance of 

working in an analytical region (Aguascalinets)There were few studies on the manufacturing industry, especially in 

aspects related to factors that influenced productivity and thus competitiveness. A review of the supply chain 

management and the strategies followed by this industry explains the regionʼs economic growth in recent years, 

improves its infrastructure, and dramatically increases the number of businesses, and most importantly, the main reason 

for almost all exports. The region has been; therefore, this research is especially needed for small and medium 

enterprises, despite the presence in the most dynamic sub sector in the industry, there are very challenging problems 

in terms of how to organize and how to link with other sectors in terms of overall productivity. In fact, the results 

indicate that ICT strategies and technology affect the performance of supply chain management. The use of 

communication technology and information management resources facilitates information and delays, which not only 

reduces costs but also increases customer satisfaction; thus, the overall competitiveness of the organization 

Strengthens. 

Yang Huang and Chang Yong (2011), based on theoretical studies as well as expert opinion, provided a comprehensive 

definition of IT projects, then determined the scope and risk factors for IT projects. At the end, they introduced a 

framework for risk management of information technology projects. Feng and Lee (2010) relied on the security risks 

of IT projects to evaluate IT projects. In his view, moving away from uncertainty is the most influential factor in the 

success of the risk assessment of the IT project. Baly (2010) evaluated the relationship between expected volatility and 

expected returns in the portfolio portfolio selected by the New York Stock Exchange, using GARCH model estimates 

of conditional variance (risk), then the case The contract test, to which extent the conditional covariance predicts the 

expected basket performance. The result of the study indicated that the estimated covariance predicted by the GARCH 

model predicts the expected returns of the basket. Doosti et al. (2015), in a paper titled “The Study of the Relationship 

between Reducing Routing and Information Technology in Companies Accepted in the Securities Market”, states: 

There is a significant relationship between the use of information technology in monitoring and reduction of roaming 

behavior. There is also a significant relationship between the use of information technology in monitoring and reducing 

the risk of non-disclosure of risk mitigation, the inherent risk reduction and risk reduction of control. 

Nick Ghadam Hojjati and Jalilvand (2015) in an article entitled “Application of information security management         

system in reducing the risk of outsourcing of IT projects” states: The implementation of the information security 

management system is a strategy that uses policies, Controls and security settings appropriate to the organization 

protect the confidential information and intellectual property of the organization, personal information and customer 

data. Rabiei and Fathi (2015) in a paper titled “Identifying and ranking the IT outsourcing risks using fuzzy multicriteria 

decision-making” states: The Different Risks of Outsourcing Information Technology in Ghazvin Telecommunications 

Company, which in fact estimates these risks can help managers to make appropriate decisions to manage these risks. 

Shams and Sadeghi (2014) calculated the value-at-risk value of the Tehran Stock Exchange financial institutions. In 

this research, commonly used parametric and parametric methods for calculating value-at-risk values were introduced. 

Then, a very different parametric method called Cornish-Fisher was investigated from the normal distribution of the 

financial industry of the Tehran Stock Exchange including investment, insurance, leasing and banks in the years 2010-

2012. Only 15 of the companies mentioned There was little difference with normal distribution. The dominant 

distribution in Iran’s Bourt Company’s financial institutions is not normal distribution. The findings of this study 

suggest that this turbidity works well for observations whose distribution is slightly different from normal distribution, 

and there is a significant difference between the calculation of risk value from both the normal and the Kornish-Fisher 

methods. 

Foakeh (2013) explains in a paper entitled “The Effect of Risk Coverage Strategies on the Capital Market and its 

Impact on the Inclination to Invest (Case Study: Fars Exchange Market)”: Investors can not logically Expect high 

returns without high risk. On the other hand, research has shown that individuals do not act reasonably and rationally 

in their decision-making under risk conditions. The results of the research showed that risk and its dimensions (initial 

risk, secondary risk, and non-financial risk) have a significant effect on the willingness to invest. 
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3. Methodology 

3.1 Descriptive Statistics 

•   Age range 

The age range of respondents is shown in the table below: 
Table 1. Distribution of respondents by age 

 

As shown in Table 1, 7.9% of respondents are less than 30 years old, 19.3% of respondents between 31 and 40 years 

old, 52.1% of respondents aged 41 to 50, 20.7% more They are 50 years old. 

• Marital status 

The status quo of the respondents is shown in the table below: 

Table 2. Distribution of respondents according to marital status 

 

As shown in Table 2, 89.3% of the respondents are married and 10.7% are single. 

• Academic status 

The academic status of respondents is shown in the table below: 

Table 3. Distribution frequency of respondents according to academic status 

 
As shown in Table 3, 34.3% had a bachelor’s degree, 55.7% had a master’s degree, and 10% had a doctorate. 

3.2 Statistical analysis and hypothesis testing 

After describing the variables and the responses obtained from the statistical community in this section, research 

hypotheses are analyzed using regression coefficient. 

3.2.1 Descriptive Analysis 

In Table 4, the mean and standard deviation of all the variables of the research are stated. 
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Table 4. Frequency of respondents based on work experience 

 

Table 4 presents descriptive statistics for the research variables. The above table shows that the average of IT and risk 

management is above average (grade 3), which means that these two variables are in a good position. Meanwhile, IT 

has a higher average (3.81) of risk management (3.68). 

3.2.2 Inferential Analysis 

• Kolmogorov-Smirnov test to check the normal variables (k-s) 

To use statistical techniques, it must first be determined that the collected data have normal distribution or abnormal. 

Because if the distribution of data is normal, the data collected for testing the hypotheses can be used as a parametric 

test, and in the case of non-normality, nonparametric tests. To this end, we examine the results of the Kolmogorov-

Smirnov test on the variables studied and choose the appropriate tests based on the results. The results are presented in 

Table 5: 

Table 5. The result of the test is the normality of the research variables 

 

According to the above table, since the level of significance for the two main components is larger than the error value 

of 0.05, these variables have a normal distribution. 
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• Stationary of research variables 

In new econometric studies, it is necessary to examine the variables of the stationary before estimating the model.  
One variable when the mean of the variance and its correlation coefficients remain constant over time. 
In general, if the time source of a stationary changes, and the mean and variance and covariance does not change, 

then the variable is unmatched and otherwise the variable will be invariant. Assumptions about the stationary of 

the variables are as follows: 

H0: The variable is not stationary 

H1 :The variable is stationary 

Stationary  of variables can be investigated in three modes: “level”, “first difference” and “second difference”. 

Variables that have a probability of testing “at the level” of less than 5%, the zero hypothesis is rejected, and that 

variable is at its stationary level; if it is more than 5%, it is not stationary. 

The results of the stationary test in the following tables are based on the output of the Eviews software for the variables. 

test in the following tables are based on the output of the Eviews software for the variables. 
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The result of the stationary test shows that all variables are static (stationary) at the stable level. 
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• Root test (static) of the variables group 

 

The result of the stationary test shows that all variables are static (stationary) at the stable level. 

• Survey correlation coefficients of research variables 

The severity of the dependence of the two variables defines one another as a correlation. Generally, the correlation 

coefficients vary between 1 and 1, and the relationship between the two variables can be positive or negative. The 

correlation coefficient is a symmetric relationship, whatever the closer the correlation coefficient is to one, the 

greater the dependence of the two variables. This dependence does not mean the cause and effect relationship, and 

the correlation coefficient does not reveal which cause and cause is affected. The correlation test examines the 

relationship between variables and according to the results, it can be said that there is a relationship between the 

variables and a more precise examination of these relationships can be made. For example, the results obtained 

from the correlation coefficient table show that there is a direct relation between (Fanavari) and (modiriyate-risk) 

87%, and there is significant statistical significance. Also, there is a positive correlation between (Fanavari) and 

(risk-mali) 84% and statistically significant. 
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3.3 Test of research hypotheses 

3.3.1 Test of first hypothesis: 
After verifying the structure of the research structures, structural equation modeling has been used to study the 

relationships between the variables. 
Regression test was used to investigate the effect of information technology on risk management in capital markets. 

The hypothesis is as follows: 

Information technology affects risk management in the capital market of companies accepted in Tehran Stock 

Exchange. 

 (1) 
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The results of regression are summarized in Table 6: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6. Results of Information Technology Regression Analysis in Risk Management in the Capital Market 

 

The results of the regression model analysis of the relationship between the two variables are presented in Table 6. 

The standard beta coefficient between the two variables of information technology and risk management is 0.844. 

The value of t statistic is also 20.781, which indicates that the observed correlation is significant; therefore, with 

95% confidence, IT management has a direct impact on risk management. On the other hand, the beta coefficient 

of the standard between the two variables is total quality management and financial performance of 30%; therefore, 

with 95% confidence, comprehensive quality management has a direct effect on financial performance. 

3.3.2  Test of second hypothesis: 
Regression test was used to investigate the impact of information technology on the market primitive risk. The 

hypothesis is as follows: 
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Information technology affects the primary market risk of the listed companies in the Tehran Stock Exchange.  

  

(2)   
  

Test results The hypothesis of the study is described in Table 7. 

 

 

Table 7. Results of Information Technology Regression Analysis on Primary Market  Risk 

 

The results show that the standard beta coefficient between the two IT variables was obtained on the initial market 

risk of 1.002. The value of t statistic was also 15.776, which indicates that the correlation observed is significant; 

therefore, with 95% confidence, information technology has a direct impact on the initial market risk. 
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3.3.3 Test of third hypothesis: 
Regression test was used to investigate the impact of information technology on the market risk. The hypothesis is 

as follows: 

Information technology affects the risk of the secondary market of listed companies in Tehran Stock Exchange. 

(3)  
 

Test results The hypothesis of the survey is described in Table 8. 

 

 

Table 8. Results of Information Technology Regression Analysis on Primary Market  Risk 

 

The regression equation with F = 41.429 and the significance level of 0.00, which is smaller than 0.05, is significant; 

therefore, it is assumed that there is a linear relationship between the variables of the research. 
The results of regression analysis using step-by-step method show that the regression coefficient for secondary 

market risk is β = 0.548 and the significance test statistic of the regression coefficient was t = 6.4377, and its 
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significance level is 0/00 which is less than and 0.05. Therefore, with 95% accuracy, information technology has a 

direct impact on the secondary market risk. 

3.3.4 Test of fourth hypothesis: 
Regression test was used to investigate the effect of information technology on non-financial risk. The hypothesis 

is as follows: 

Information technology affects the non-financial risk of accepted companies in Tehran Stock Exchange. 

 (4) 

 

The test results of the test hypothesis are described in Table 9. 
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Table 9. Results of Information Technology Regression Analysis on Non-financial Risk 

 

The regression equation is significant with F = 31.48 and the significance level of 0.03, which is smaller than 0.05, 

so it is assumed that there is a linear relationship between the research variables. 
The results of regression analysis using step-by-step method show that the regression coefficient for non-financial 

risk is β = 0.982 and the significance test statistic of t-test = 18.143 for the regression coefficient and its significance 

level is 0.00, which is less than and 0.05; Therefore, with 95% confidence, information technology has a direct 

impact on non-financial risk. 

3.4 The effect of demographic characteristics on research variables 

In the following, we examine each of the demographic variables on the research variables: 

• Marital Status 

To evaluate the impact of information technology on risk management with their marital status, independent t test 

is used, the results are presented in Table 10. 

Table 10. Independent t-test results in terms of marital status 

 

In the table above, the results of independent t-test show that there is no significant difference between the 

information technology and risk management (95% confidence level) (p <0.05); in other words, the impact of 

information technology and risk management among the single and married respondents is the same. 

• Education 

To evaluate the impact of information technology on risk management with their education, independent t test is 

used, the results are presented in Table 11. 

Table 11. Independent t-test results in terms of educational qualification 

 

The results of the above table indicate that the impact of information technology on risk management based on 

education level with F = 0.380 and F = 0.341 does not show significant difference at 95% confidence level; 

therefore, between the impact of information technology There is no significant difference in risk management 

according to their degree. 
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• Age 

To evaluate the impact of information technology on risk management with their education, independent t test is 

used, the results are presented in Table 12. 

Table 12. Independent t-test results in terms of age 

 

The results presented in the table above indicate that the impact of information technology on risk management 

based on age (F = 0.412 and F = 0.252) does not show significant difference at 95% confidence level; therefore, 

the impact of information technology on Risk management is not significantly different from their age. 

4. Conclusion 

According to the first hypothesis, it can be concluded that information technology affects risk management in the 

capital market of companies accepted in Tehran Stock Exchange. Information technology has a role to play in the 

realization of the goals of every business. And, of course, the issue of risk management requires internal control 

by information technology. The focus on information technology and risk management in the Stock Exchange is 

because it is safe to say that the role of risk management empowerment in this area has become very important in 

recent years. Today, risk management is vital for the continued operation of financial institutions in the capital 

market. Risk management is very important and highly recommended in Islam. The result of this study is 

consistent with researchers such as Hobijn and Jovanovic (2011).  

According to the second hypothesis, it can be concluded that information technology affects the market risk of 

the companies accepted in Tehran Stock Exchange. The result of this study is consistent with researchers such as 

Ahmadpour Kasegari (2014). Because most investments in the stock market occur in the secondary market, and 

only stock exchanges are traded on this market, ie the ownership of shares is transferred from one person to 

another, and equity holders are also due to an increase in the stock price or the profit of that unit The annual 

production is benefited, so this does not necessarily reduce the people’s referrals to the banks for investment; 

therefore, this money will not necessarily come to the hands of the investor unless it comes into the initial market, 

in which case Can be a good solution It is a strengthening of the capital market, and our values are consistent, but 

must be limited to the primary market, and in this market either the production unit must increase its capital and 

expand its activities, or there should be a new unit that will set up the stock in accordance with the provisions in 

there is a capital market to sell. 

According to the third hypothesis, it can be concluded that information technology affects the risk of the secondary 

market of companies accepted in Tehran Stock Exchange. The result of this study is consistent with (2013). As 

the primary market should be active in order to be able to play a role in long-term financing of stock markets, the 

secondary market should also flourish, as the government program, the liberalization of equity shares, and the 

ability to trade shares in the stock exchange, and the success of this program, Capital market prosperity, especially 

the secondary market, is why the prosperity of both primary and secondary markets is considered by the 

government as complementary markets for each other. 

According to the fourth hypothesis, it can be concluded that information technology affects the non-financial risk 

of accepted companies in Tehran Stock Exchange, which is consistent with the results of Mirzaee et al. (2011) 

and Van Horne (2008). In turbulent environments where organizations face threats to survival, risk-based 

approaches can be very effective in many cases. Therefore, to provide a comprehensive strategy for managing 

large organizations, we need to develop frameworks and models for non-financial risk indicators at macro and 

strategic levels, and with an integrated, cross-sectoral approach. 
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