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**Abstract:** Since matter, energy and information are the three major components of the world, is there an interaction between information and matter? In the present work, the coevolution of human language and brain is taken as a case of interaction between information and brain. Some evidence that may show interactions between human language and brain revealed by previous researches is summarized in this paper, such as the language areas in the cerebral cortex of the modern human brain, the evolution of human language and brain in human history, and the genetic basis for the evolution of language. Based on the evidence, a dynamic model is developed to investigate the possible mechanism of coevolution of human language and brain. In the model, human language development and brain development reinforce each other: the developmental level of language can be promoted by advances in brain function due to language-related gene mutations, in turn, whether such mutations are selected positively can be influenced by the current developmental level of language. The coevolution of human language and brain can be taken as a case of interaction between information and matter.
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1. **Introduction**

Matter, energy and information are the three major components of the world. In 1905, Einstein proposed the mass-energy equation \( E = MC^2 \), which clarified the interaction between matter and energy. Now, we have entered the information age. Since there is an interaction between energy and matter, is there an interaction between information and matter?

Information was first used as a scientific term by R.V. Hartley in his script "The Transmission of Information" in 1928. C. E. Shannon proposed the information theory in 1948, which gave a definition of information from a mathematical point of view [1]. A key concept in the information theory is Entropy. Entropy quantifies the amount of uncertainty involved in the value of a random variable or the outcome of a random process. Further, more concepts were derived from Entropy, such as Joint Entropy and Mutual Information, which describe the transfer of information by the method of mathematical statistics. Although information can be encoded into various forms for transmission and interpretation, it is always conveyed as the content of a message. N. Wiener, the founder of Cybernetics, said that "Information is a name for the content of what is exchanged with the outer world as we adjust to it, and make our adjustment felt upon it" [2].

Although the research on information has been going on for a century, the researches on the interaction between information and matter are rare. In fact, there are some cases that reveal the interaction between information and matter. One case is that ribosomes translate mRNA into protein. The mRNA carries genetic information encoded as a DNA sequence and the ribosomes translate this code to a specific sequence of amino acids and then synthesize proteins. This process reflects the interaction between information and matter. Another case is that a pheromone triggers a social response in members of the same species [3]. Pheromones act like hormones outside the body of the secreting individual and then impact the behavior of the receiving individuals. Although pheromones have properties of matter, they can cause changes in individuals and their behaviors by...
means of information transmission between individuals of the same species. Therefore, this case also can be regarded as a kind of interaction between information and matter. Then, are there other cases that reflect the interaction between information and matter?

Language is the main medium that humans use to exchange messages and communicate. Therefore, the essence of language is information. Due to different points of view and research methods, the definitions of "language" are diverse. Below are some of the definitions. Language is (1) audible, articulate, meaningful sound as produced by the action of the vocal organs; (2) systematic means of communicating ideas or feelings by using conventionalized signs, sounds, gestures, or marks with understood meanings; (3) the method of human communication, either spoken or written, consisting of the use of words in a structured and conventional way. The first two definitions of language are not human-specific since primates and other animals can also have this kind of language. The third definition is unique to the human language, which is the definition of language referred to in this paper.

There are several language areas in the cerebral cortex of the human brain, including Broca’s area, Wernicke’s area, angular gyrus and insular cortex [4]. All these language-related areas indicate a close relationship between human language and brain. From the perspective of human history, there must be coevolution of human language and brain. In this paper, some evidence that may show interactions between human language and brain is given. Based on the evidence, a dynamic model is developed to investigate the possible mechanism of coevolution of human language and brain, which can be used as another start point to explore interactions between information and matter.

2. Evidence of Interaction between Human Language and Brain

2.1 Language Areas in Cerebral Cortex of Modern Human Brain

Several areas in the cerebral cortex of modern human brain play a critical role in human language and speech ability, which can be taken as solid evidence of interaction between human language and brain.

Broca’s area, located in the posterior section of the superior temporal gyrus (STG) in the (most commonly) left cerebral hemisphere, is associated with the production of language. It works in conjunction with working memory to allow a person to use verbal expression and spoken words. Damage to Broca’s area can result in productive aphasia (also known as Broca’s aphasia), or an inability to speak [5]. Wernicke’s area is a critical language area in the posterior superior temporal lobe, connecting to Broca’s area via a neural pathway. Wernicke’s area is primarily involved in the comprehension or understanding of written and spoken language. Damage to this area results in receptive aphasia (also called Wernicke’s aphasia) [6]. The angular gyrus, located mainly in the parietal lobe of the brain, is responsible for transferring visual information to Wernicke’s area, in order to make meaning out of visually perceived words. It is also involved in a number of processes related to language, number processing, spatial cognition, memory retrieval, attention, and theory of mind [7]. The insular cortex, located underneath the outer lobes of the cerebral cortex, has direct connections to Broca’s area and other language and speech centers. It may play an important role in coordinating higher-order cognitive aspects of language and speech production [8].

From the perspective of evolution, such correspondence between language ability and brain structure should be a result of their coevolution in human history. Some of the previous researches supporting such coevolution of human language and brain are discussed next.

2.2 The Evolution of Human Language and Brain in Human History

The questions of why and when human language emerged and how it evolved into its modern form are quite controversial since the origin of language began in the prehistory of mankind without any direct historical traces left. However, some meaningful inferences could be obtained from anatomical and archaeological researches on the human brain.

The two genera, Australopithecus and Homo, represent the lineages most importantly linked with human evolution. The genus Homo is generally considered to start from Homo habilis, who has
evolved from one branch of Australopithecus 2 million years ago. The paleoneurological researches showed that roughly 1.8-2.0 million years ago, there is clear fossil evidence for a Homo lineage showing a more modern and enlarged Broca’s area, expanded brain size. Moreover, cerebral asymmetries which correlate with right-handedness and left-right asymmetry of cognitive functioning was found to be strong and seemingly identical to those known for modern Homo sapiens [9,10]. Compared to that, the presence of Broca’s area homologue in chimpanzees was also confirmed, but whether or not it exhibits humanlike asymmetry was not reliably determined due to its gross and microstructural variability in great apes [11].

The cranial capacity (brain size) is often used to characterize the development of the human brain (Figure 1). The cranial capacity of Homo habilis between 2.1 and 1.5 million years ago was about 510-690 ml, increasing by half compared to about 390-550 ml of Australopithecus afarensis, an extinct branch of Australopithecus. Homo erectus lived between 1.8 million and 200,000 years ago, whose cranial capacity was about 690-1200 ml. Homo heidelbergensis lived between 700,000 and 300,000 years ago, whose cranial capacity increased to about 880-1450 ml. Homo neanderthalensis lived between 250,000 and 40,000 years ago, whose cranial capacity was about 1170-1740 ml. Homo sapiens lived between 300,000 years and 10,000 years ago, whose cranial capacity was about 1090-1775 ml [12].
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**Figure 1.** Evolution of human cranial capacity. Human cranial capacity experienced a rapid growth period from Homo habilis to Homo sapiens. Data is from reference [12].

From Figure 1 we can find that human brain size experienced a rapid growth period from Homo habilis to Homo sapiens. Some scientists pointed to the beginning of brain enlargement and the first appearance of stone tools in Homo habilis or early Homo erectus as a stimulus for language [13,14]. Leakey (1994) supposed that a protolanguage might have been produced by Homo habilis on the grounds that Broca’s area and cerebral asymmetries in modern human brain were found on the skull of Homo habilis 2 million years ago [9,15].

However, developed brain function including the presence of language areas was just one aspect of physiological requirements for language ability, a larynx structure similar to modern humans is also essential. In fact, a fully descended vocal tract is required to emit vowels [i], [u] and [a], which are the base of modern human language. Until around 300,000 years ago, the curvature of the skull base of Archaic Homo sapiens reached the level of modern people so that the vocal tract could emit a full range of human speech, which met another key requirement for humans to acquire language skills[16]. Through analysis of the skull base and the lower jaw of Homo neanderthalensis, it is considered that the larynx is similar to the infants and other primates, so they were unlikely to speak like a modern human [17,18]. The complex verbal ability was considered the advantages of Homo sapiens over Homo neanderthalensis [19]. When modern humans entered Europe from 45,000 to
42,000 years ago, they competed with Homo neanderthalensis there for resources until Homo neanderthalensis was extinct about 35,000 years ago.

For an overall view of human language evolution, Aitchison (2002) proposed a supposition of “language bonfire” which could be plotted on a graph as an S-shaped curve. According to this supposition, a simplified type of language began to emerge at least as early as 250,000 years ago and then developed slowly. At some time between 100,000–75,000 years ago, language reached a critical stage of sophistication and gained rapid development, which was compared to a process that ignition point arrived with a following massive blaze. By around 50,000 years ago, it was stabilizing into a steady state with the diffusion of culture from Africa to all over the world [20].

Although there is no universally accepted theory about the origin of language, researches indicated a close relationship between the development of human language and brain. There is a possibility that the quick development of human language ability and rapid growth of brain size in human evolution may be mutually reinforced. On one hand, the development of human language facilitated social communication and improved production technologies which then stimulated brain development. On the other hand, the development of the human brain including the appearance of new encephalic regions are necessary as the physiological basis for speech and logical thinking. Such coevolution of human language and brain can be taken as an essential aspect of their interaction.

2.3 Genetic Basis for the Possible Language-Brain Interaction

More and more researches show that human language ability may be genetically transmitted. Studies have found the chromosomes and the genes associated with language and speech. Forkhead box protein P2 (FOXP2) is the first gene that was discovered to be related to language and speech ability. Scientists found that half the members of the KE family suffered from a language and speech disorder caused by a point mutation in the FOXP2 gene [21,22]. They found that the affected members of the KE family show significant underactivation relative to the unaffected members in Broca’s area and speech related cortical and subcortical brain regions during the fMRI language experiments, which means that the FOXP2 gene is important in the development of the neural systems that related to language and speech [22]. Further researches introduced the two amino acid substitutions in human FOXP2 gene into the endogenous FOXP2 gene of mice [23,24]. The results showed that humanized FOXP2 allele impacts cortico-basal ganglia circuits, which might have been important for the evolution of language and speech [24]. The evolution of human FOXP2 gene might lead to differential tuning of corticostriatal systems and helped the human brain adapt for the acquisition of language and speech. Thus, the FOXP2 gene mutation could have been critical for the emergence of proficient language and speech [23].

Enard (2002) showed that the common ancestor of human and mice lived about 70 million years ago. From then until now, the amino acid sequence of the protein encoded by the human FOXP2 gene has produced only three changes, two of which occurred after the human and chimpanzee were separated. This change accelerates the evolution of human language around the time human language emerges [25]. Further researches showed that such gene was positively selected during human evolution. Konopka found that the genetic network that is critical to the language loop has also been positively selected due to the selection pressure imposed on the evolution of the human brain [26]. They believed that the replacement of two amino acids in FOXP2 changes the regulatory pathway of the FOXP2 transcription factor to this gene expression network system. The positive selection of two amino acids in human FOXP2 is a new biological function mechanism of FOXP2 related to language evolution.

The mutation of FOXP2 gene in human evolution is critical for the emergence of proficient language. The mutation and positive selection of FOXP2 gene might have helped human brain adapt for the acquisition of language and speech and the evolution of FOXP2 gene has also been proved to be important to the language related cortical and subcortical brain regions. In addition, current researches suggest that there are many other genes related to human language ability like FOXP2, such as DCDC2, KIAA0319, ATP2C2 and CMIP [27,28]. Furthermore, development of the cerebral cortex played an important role in language evolution. ASPM and microcephalin gene are two genes
that in which mutations will cause severe reductions in the cerebral cortical size of affected humans. Both of them had undergone intense positive selection during human evolution, that is similar to FOXP2 [29,30]. Therefore, the mutation of language-related genes and its further impact on the human brain can be taken as a molecular mechanism of interaction between human language and brain.

3. A Model for Coevolution of Human Language and Brain

As stated above, there is a possibility that the development of human language ability and that of brain may be mutually reinforced. Since human language emerged, it had experienced a long period of development and evolved into the modern form with quite high complexity. During such a process, both social conventions and physiological structure have important impacts on language development. Specifically, social conventions provided the constitutional basis for language communications, and physiological structure related with language ability provided the substance basis for speech and logical thinking. In turn, the development of human language can stimulate brain development through more mental exercises. In this section, we will propose a phenomenological model for the coevolution of language and human brain.

3.1 A Dynamic Model

For the evolution of language in a given human population, a variable $x_L$ is used to characterize the level of language development, referring to the complexity of language or similar things. We suppose that $x_L$ evolves according to a form of logistic growth with an upper limit [31]. It is reasonable to assume that such an upper limit should be influenced by various factors, especially the level of social development and the developmental level of physiological function that is related to language ability. The level of social development, represented by a parameter $S$, can be supposed to have positive effects on the development of language. For example, the language could be more developed in a society where production activities are well organized. For language-related physiological function, we focus on the average developmental level of brain in the population, such as the development of Broca’s area, the size of the human brain, and the descending of the vocal tract, which is represented by a variable $y_B$. For simplification, we set the upper limit of logistic growth as multiplication of the level of social development and the average developmental level of brain. Therefore, the level of language development evolves as follows

$$\frac{dx_L}{dt} = \alpha (1 - \frac{x_L}{\eta y_B S}) x_L$$

(1)

Where $\alpha$ is a parameter of growth rate and $\eta$ can be taken as a dimensional parameter.

While the parameter $S$ is set fixed because its dynamics is beyond our discussion, the developmental level of the human brain $y_B$ is supposed to increase during human evolution where a genetic mutation can have played an important role. However, whether a genetic mutation could have evolutionary effects on the developmental level of language depends on whether it could be positively selected under evolutionary pressure. Next, we will model how these evolutionary forces exert their influences on $y_B$.

When a language-related genetic mutation occurs, the population will differentiate into two groups with and without the mutant gene. So we set $y_0$ and $y_1$ as the developmental level of the human brain for individuals without and with the mutant gene respectively, $n_0$ and $n_1$ as the sizes of these two groups. So the developmental level of brain in the whole population can be obtained by averaging them as follows

$$y_B = \frac{1}{n_0 + n_1} \left( n_0 \cdot y_0 + n_1 \cdot y_1 \right)$$

(2)

The developmental level of the human brain $y_0$ and $y_1$ can be set to evolve in a form of logistic growth with their own upper limits separately. However, we ignore their dynamics and set them at their steady states, that are the upper limits, on grounds that physiological functions of individuals evolve quickly with their genome given. We set a parameter $K$ to represent the upper limit of the
physiological level without the mutated gene and $\delta K$ represent the extra increment that can be added to the upper limit of physiological level due to the mutated gene. In this paper, only the case $\delta > 0$ is considered, implying a beneficial gene mutation that will promote the function of the human brain. Then, an effect of language development on brain function is introduced, that is, the level of language development in the population will determine the degree to which the extra increment can be gained. Such an effect can be taken as one aspect of the interaction between language and brain.

Specifically, a Hill function $f(x_i) = \frac{x_i^2}{L^2 + x_i^2}$ is adopted with the parameter $L$ representing the level of language development where the physiological potential of the gene mutation can be realized in half. So, the developmental level of the human brain is set as follows

$$
\begin{align*}
\gamma_0 &= K \\
\gamma_i &= K(1 + \delta f(x_i))
\end{align*}
$$

The evolution of the sizes of the group $n_0$ and $n_1$ is driven by the competition between individuals without and with the mutant gene. The differential equations can be set by a classical model of survival competition as follows [32,33]

$$
\begin{align*}
\dot{n}_0 &= \beta_0(\phi_0 \gamma_0 - n_0 - \rho n_1)n_0 - \gamma_0 n_0 \\
\dot{n}_1 &= \beta_1(\phi_1 \gamma_1 - n_1 - \rho n_0)n_1 - \gamma_1 n_1
\end{align*}
$$

Where $\beta_0$, $\beta_1$ are growth-related parameters for the two groups respectively and $\gamma_0$, $\gamma_1$ are parameters of the death rate. The items $\phi_0 \gamma_0$ and $\phi_1 \gamma_1$ represent the available resources for them, supposing that the developmental level of brain in each group will determine the availability of their resources linearly. For example, a higher level of brain development can mean a high capability in resource searching and collecting or an enlargement of resource types that can be utilized. The parameters $\phi_0$ and $\phi_1$ represent the conversion rate from the developmental level of brain to resource availability. The parameter $\rho$ represents the degree of competition between the two groups with $\rho = 1$ representing full competition and $\rho = 0$ representing no competition.

**Language**
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**Brain**
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**Figure 2.** A schematic diagram for the interaction between human language and brain. The effect of brain development on language is shown as “physiological basis”, and the effect of language development on brain is shown as “Select”.

The interaction between human language and brain can be integrated into a schematic diagram (Figure 2). The developmental level of language can be partly determined by the level of brain development, which is shown as “physiological basis” in the diagram. A language-related gene mutation starts up the differentiation of population into a mutant group with a mutated gene and an original group, who will compete with each other. The developmental level of brain for the population is the average value of the two groups. Whether the mutant group can win over the
original one, or whether the gene mutation can be positively selected, is influenced by the current level of language development. This effect of language development on brain is shown as “Select” in the diagram.

3.2 Parameter Analysis and Simulation

How a mutant language-related gene is selected positively will be analyzed. During the first period, all individuals in the population share the same genome without gene mutation. The developmental level of language approaches to the corresponding steady state. $x_i \rightarrow nKS$. Then at some time $t_m$, a language-related gene mutates within a given individual and subsequently be transmitted to his/her descendants. Whether such gene mutation can be positively selected and then stimulate the development of language depends on whether the mutant group can win in the survival competition.

In order to focus on the possible results in the survival competition as described in equation (4), the variables $y_0$ and $y_i$ there are set as constants temporarily. So there are four types of stationary solutions as follows,

\[
\begin{align*}
A. & \quad n_0 = 0, n_i = 0; \\
B. & \quad n_0 = 0, n_i = \phi y_i - \gamma_i / \beta_i; \\
C. & \quad n_0 = \phi y_0 - \gamma_0 / \beta_0, n_i = 0; \\
D. & \quad n_0 = [\phi y_0 - \gamma_0 / \beta_0 - \rho(\phi y_i - \gamma_i / \beta_i)] / (1 - \rho^2), n_i = [\phi y_i - \gamma_i / \beta_i - \rho(\phi y_0 - \gamma_0 / \beta_0)] / (1 - \rho^2).
\end{align*}
\]

The solution $A$ corresponds to a state of species extinction and the solution $D$ represents a state where the two groups can coexist for a long term. In the solution $B$, the mutant group wins over the group without gene mutation, which means that the mutant gene is positively selected. The result in the solution $C$ is opposite to that in $B$. Which type of stationary solution will be realized depends on the set of parameters. To make sure that the dynamic system approach to the stationary solution $B$ where the mutant group is positively selected, the competitive advantage of the mutant group over the other one has to be significant enough.

Now return to the fact that $y_0$ and $y_i$ are determined according to equation (3). There are two prerequisites of parameters for positive selection of the mutant group as addressed below.

The first prerequisite is that the gene mutation has to have a significant effect on the developmental level of the human brain according to equation (3). That is, the language development at the moment of gene mutation $x_i(t_m)$ must have reached the level high enough compared to the parameter $L$ so that $f(x_i) \leq 0$. Since $x_i$ is approaching to its steady state $nKS$ before the gene mutation occurs as shown in equation (1), it implies that the level of social and physiological development, $S$ and $K$, must be high enough to fix potential functions of such mutant gene in the human brain. Imagine that a gene mutation occurs in a society where the level of social and physiological development is quite low, there is no chance for individuals to exercise new potential skills related to the mutant gene. Even the steady state $nKS$ is high enough, but if the current developmental level of language at the moment when the gene mutation occurs is far from its steady state, it is also possible $f(x_i) \rightarrow 0$. In this case, the timing of gene mutation can be crucial.

The second prerequisite involves the extent that the extra increment in brain development due to a gene mutation is transformed into the competitive advantage of the mutant group over the other one in survival competition as shown in equation (4). That is, the available resources $\phi y_i$ have to be more enough compared to $\phi y_0$. As shown in equation (3), this prerequisite requires that the parameter $\delta$, representing the relative amplitude of extra increment in developmental level of brain, has to be large enough so that $y_i$ has significant increase compared to $y_0$. It also requires that the ratio $\phi / \phi_0$, representing the comparative advantage of conversion rate from the developmental level of brain to resource availability, has to be high enough.

We now show a simulation where a gene mutation is positively selected and subsequently drive language development (Figure 3). First, the level of language development grows steadily toward to its corresponding limit. Suppose a gene mutation occurs at $t = 300$ when $n_i$ is reset to 1,
representing that a language-related gene is mutated in a single individual. The parameters are set to meet prerequisites for the mutant gene to be positively selected. So, $n_1$ grows steadily and dominates the whole population in the end (Figure 3a). The winning of individuals with the mutant gene in the survival competition drives the average level of the human brain $\gamma_b$ towards a higher level according to equation (2). As a result, the development of language $\tau_L$ will approach a higher level (Figure 3b).
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**Figure 3.** A simulation for coevolution of human language and brain. The parameters are $\alpha = 0.01$, $\eta = 1$, $S = 1$, $K = 100$, $\delta = 0.3$, $L = 50$, $\beta_0 = 0.0001$, $\beta_1 = 0.0001$, $\phi_0 = 20$, $\phi_1 = 20$, $\rho = 0.8$, $\gamma_0 = 0.08$, $\gamma_1 = 0.08$. The initials are $\tau_L(0) = 80$, $n_0(0) = 1000$, $n_1(0) = 0$. At the time $t = 300$, a gene mutation occurs by resetting $n_1 = 1$. (a) Survival competition between the mutant group and the original one. The gene mutation is positively selected with the mutant group winning over the other one. (b) The evolution of language development. There is a significant increase in the level of language development since a gene mutation occurs.

4. Discussion

The properties of complex systems could not be understood without taking the effects of information into account. For many social and biological systems, the learning and adaption of the agents, the interaction among them, and their feedback to the environment are all determined by the information within the system. As one of the major components that compose the world, different from the tight relation between matter and energy, the interaction between information and matter is rarely discussed in previous studies.

In this paper, the interaction of information and matter is addressed. Taking the language and brain as an example, the evidence of their interaction are summarized from the previous studies, and then a dynamic model is suggested. The model shows that the development of human language and that of the human brain can reinforce each other. That is, the language level can be promoted by advances in brain function due to language-related gene mutations, in turn, whether such mutations can be selected positively depends on the current developmental level of language. The coevolution of human language and brain can be taken as a case of interaction between information and matter.

The brain is crucial for information processing for our human beings. We believe that the interaction of information and matter could be investigated with the progress of brain science. The discussion about the coevolution of language and brain capacity is actually at the macroscopic level. And the model is only a phenomenological one. At the microscopic level, such as the synaptic plasticity, more evidence may be found about the interaction of information and matter.
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