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Abstract: Information theory is widely used in various disciplines, and effective calculation of Shannon mutual information is typically not an easy task for many practical applications, including problems of neural population coding in computational and theoretical neuroscience. Asymptotic formulas based on Fisher information may provide accurate approximations to mutual information but this approach is restricted to continuous variables because the calculation requires derivatives with respect to the encoded variables. In this paper, we consider information-theoretic bounds and approximations based on Kullback-Leibler divergence and Rényi divergence. We propose several information metrics to approximate Shannon mutual information in the context of neural population coding, and these asymptotic formulas hold true for discrete variables as there is no requirement for differentiability. In particular, one of our approximation formulas has consistent performance and good accuracy regardless of whether the encoded variables are discrete or continuous. We performed numerical simulations and confirmed that our approximation formulas were highly accurate for approximating mutual information between the discrete variables or stimuli and the responses of a large neural population. These approximation formulas may potentially bring convenience to the applications of information theory to many practical and theoretical problems.
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1. Introduction

Information theory is a powerful tool with widespread applications in diverse fields such as neuroscience, machine learning, and information and communication technology [1–7]. However, in many applications it is often notoriously difficult to effectively calculate Shannon mutual information [8]. Various approximation methods have been proposed to approximate the mutual information, such as those based on asymptotic expansion [9–13], k-nearest neighbor [14] and minimal spanning trees [15]. Another approach is to simplify the calculations by approximations based on information-theoretic bounds, such as the Cramér-Rao lower bound [16] and the van Trees’ Bayesian Cramér-Rao bound [17].

An efficient approach for estimating the mutual information based on asymptotic approximation has attracted the attention of researchers in recent years [18–23]. For encoding of continuous variables, asymptotic relations between mutual information and Fisher information have been presented by several researchers [18–21]. Recently Huang and Zhang [23] proposed a more precise approximation formula which remains very accurate for high-dimensional variables. Unfortunately this approach does not generalize to discrete variables because calculation of Fisher information requires partial derivatives of the likelihood function with respect to the encoded variables. For encoding of discrete variables, Kang and Sompolinsky [22] represented an asymptotic relationship between mutual information and Chernoff information for statistically independent neurons in a large population. However, Chernoff information is still hard to calculate in many practical applications.

In this paper, we present several information metrics to approximate the mutual information for discrete variables. While some input variables or stimuli are naturally continuous, such as movement direction, luminance...
level, and the pitch of a tone, other stimuli are naturally discrete, such as the types of molecules in olfaction,
distinct visual objects, identity of faces, and words in human speech. For definiteness, in this paper we will frame
our questions in the context of neural population coding, where some physical variables are encoded by eliciting
responses from many neurons or a population of neurons. Nonetheless, our mathematical results are quite general
and should be applicable to any large input-output system that satisfies specific conditions as it scales up. For
example, independent sampling from repeated trials can be mathematically equivalent to having a population of
neurons with independent responses.

In the following we first derive several upper and lower bounds on Shannon mutual information using
Kullback-Leibler divergence and Rényi divergence. Next we derive several new approximation formulas for
mutual information in the limit of a large population or a large sample size. In particular, our approximation
formulas are applicable only to discrete variables, and they are more convenient to calculate
than mutual information in some situations. Finally, we use numerical simulations to confirm the validity of our
approximation formulas by a comparison against the values of mutual information obtained by Monte Carlo
simulations.

2. Theory and Methods

2.1. Notations and Definitions

Suppose the input $x$ is a $K$-dimensional vector, $x = (x_1, \cdots, x_K)^T$, which could be interpreted as the
parameters that specifies a stimulus for a sensory system, and the outputs is an $N$-dimensional vector, $r =
(r_1, \cdots, r_N)^T$, which could be interpreted as the responses of $N$ neurons. We assume $N$ is large, generally
$N \gg K$. We denote random variables by upper case letters, e.g., random variables $X$ and $R$, in contrast to their
vector values $x$ and $r$. The mutual information between $X$ and $R$ is defined by

$$ I = I(X; R) = \left\langle \ln \frac{p(r|x)}{p(r)} \right\rangle_{r|x}, $$

(1)

where $x \in \mathcal{X} \subseteq \mathbb{R}^K$, $r \in \mathcal{R} \subseteq \mathbb{R}^N$, and $\langle \cdot \rangle_{r|x}$ denotes the expectation with respect to the probability density
function $p(r|x)$. Similarly, in the following we use $\langle \cdot \rangle_{r|x}$ and $\langle \cdot \rangle_x$ to denote expectations with respect to $p(r|x)$
and $p(x)$, respectively.

If $p(x)$ and $p(r|x)$ are twice continuously differentiable for almost every $x \in \mathcal{X}$, then for large $N$ we can
use an asymptotic formula to approximate the true value of $I$ with high accuracy [23]:

$$ I \simeq I_G = \frac{1}{2} \left\langle \ln \left( \det \left( \frac{G(x)}{2\pi e} \right) \right) \right\rangle_x + H(X), $$

(2)

which is sometimes reduced to

$$ I \simeq I_F = \frac{1}{2} \left\langle \ln \left( \det \left( \frac{J(x)}{2\pi e} \right) \right) \right\rangle_x + H(X), $$

(3)

where $\det (\cdot)$ denotes the matrix determinant, $H(X) = -\langle \ln p(x) \rangle_x$ is the stimulus entropy,

$$ G(x) = J(x) + P(x), $$

(4)

$$ P(x) = -\frac{\partial^2 \ln p(x)}{\partial x \partial x^T}, $$

(5)

and

$$ J(x) = -\left\langle \frac{\partial^2 \ln p(r|x)}{\partial x \partial x^T} \right\rangle_{r|x} = \left\langle \frac{\partial \ln p(r|x)}{\partial x} \frac{\partial \ln p(r|x)}{\partial x^T} \right\rangle_{r|x}, $$

(6)

is the Fisher information matrix.
We denote the Kullback-Leibler divergence as
\[ D(x||\hat{x}) = \left\langle \ln \frac{p(r|x)}{p(r|\hat{x})} \right\rangle_{r|x}, \] (7)
and denote Rényi divergence [24] of order $\beta + 1$ as
\[ D_\beta(x||\hat{x}) = \frac{1}{\beta} \ln \left( \left( \frac{p(r|x)}{p(r|\hat{x})} \right)^\beta \right)_{r|x}. \] (8)

Here $\beta D_\beta(x||\hat{x})$ is equivalent to Chernoff divergence of order $\beta + 1$ [25]. It is well known that $D_\beta(x||\hat{x}) \to D(x||\hat{x})$ in the limit $\beta \to 0$.

We define
\[ I_u = - \left\langle \ln \left( \exp (-D(x||\hat{x})) \right) \right\rangle_{x}, \] (9)
\[ I_c = - \left\langle \ln \left( \exp (-e^{-1}D(x||\hat{x})) \right) \right\rangle_{x}, \] (10)
\[ I_{\beta,a} = - \left\langle \ln \left( \exp (-\beta D_\beta(x||\hat{x}) + (1-a) \ln \frac{p(x)}{p(\hat{x})}) \right) \right\rangle_{x}, \] (11)

where in $I_{\beta,a}$ we have $\beta \in (0, 1)$ and $a \in (0, \infty)$ and assume $p(x) > 0$ for all $x \in \mathcal{X}$.

In the following we suppose $x$ takes $M$ discrete values, $x_m, m \in \mathcal{M} = \{1, 2, \ldots, M\}$, and $p(x_m) > 0$ for all $m$. By the definitions above in (9)–(11), we have
\[ I_u = - \sum_{m=1}^{M} p(x_m) \ln \left( \sum_{\hat{m}=1}^{M} \frac{p(x_{\hat{m}})}{p(x_m)} \exp (-D(x_m||x_{\hat{m}})) \right) + H(X), \] (12)
\[ I_c = - \sum_{m=1}^{M} p(x_m) \ln \left( \sum_{\hat{m}=1}^{M} \frac{p(x_{\hat{m}})}{p(x_m)} \exp (-e^{-1}D(x_m||x_{\hat{m}})) \right) + H(X), \] (13)
\[ I_{\beta,a} = - \sum_{m=1}^{M} p(x_m) \ln \left( \sum_{\hat{m}=1}^{M} \left( \frac{p(x_{\hat{m}})}{p(x_m)} \right)^a \exp (-\beta D_\beta(x_m||x_{\hat{m}})) \right) + H(X). \] (14)

Furthermore, we define
\[ I_d = - \sum_{m=1}^{M} p(x_m) \ln \left( 1 + \sum_{\hat{m} \in \mathcal{M}_m} \frac{p(x_{\hat{m}})}{p(x_m)} \exp (-e^{-1}D(x_m||x_{\hat{m}})) \right) + H(X), \] (15)
\[ I_d^* = - \sum_{m=1}^{M} p(x_m) \ln \left( 1 + \sum_{\hat{m} \in \mathcal{M}_m} \frac{p(x_{\hat{m}})}{p(x_m)} \exp (-D(x_m||x_{\hat{m}})) \right) + H(X), \] (16)
\[ I_{d,\beta} = - \sum_{m=1}^{M} p(x_m) \ln \left( 1 + \sum_{\hat{m} \in \mathcal{M}_m} \left( \frac{p(x_{\hat{m}})}{p(x_m)} \right)^\beta \exp (-\beta D_\beta(x_m||x_{\hat{m}})) \right) + H(X), \] (17)
\[ I_d = - \sum_{m=1}^{M} p(x_m) \ln \left( 1 + \sum_{\hat{m} \in \mathcal{M}_m} \exp (-e^{-1}D(x_m||x_{\hat{m}})) \right) + H(X), \] (18)
where

\[ M^\beta_m = \left\{ \hat{m} : \hat{m} = \arg\min_{\hat{m} \in M - \hat{M}^\beta_m} D(\hat{m} || x_{\hat{m}}) \right\}, \]  
\[ M^u_m = \left\{ \hat{m} : \hat{m} = \arg\min_{\hat{m} \in M - \hat{M}^u_m} D(\hat{m} || x_{\hat{m}}) \right\}, \]

\[ \hat{M}^\beta_m = \{ \hat{m} : D(\hat{m} || x_{\hat{m}}) = 0 \}, \]
\[ \hat{M}^u_m = \{ \hat{m} : D(\hat{m} || x_{\hat{m}}) = 0 \}, \]

\[ M^\beta_m = \hat{M}^\beta_m \cup \hat{M}^\beta_m - \{ m \}, \]
\[ M^u_m = \hat{M}^u_m \cup \hat{M}^u_m - \{ m \}. \]

2.2. Theorems

In the following we state several conclusions as theorems and prove them in Appendix.

**Theorem 1.** The mutual information $I$ has the following bounds:

\[ I^\beta,\alpha \leq I \leq I^u. \]  
(25)

**Theorem 2.** The following inequalities are satisfied,

\[ I^\beta_{1,1} \leq I_e \leq I^u \]  
(26)

where $\beta_1 = e^{-1}$ and according to Eq. 11,

\[ I^\beta_{1,1} = - \left\langle \ln \left( \exp \left( -\beta_1 D_{\beta_1}(x || \hat{x}) \right) \right) \right\rangle_x. \]  
(27)

**Theorem 3.** If there exist $\gamma_1 > 0$ and $\gamma_2 > 0$ such that

\[ \beta D^\beta(x_m || x_{m_1}) \geq \gamma_1 \ln N, \]  
(28)
\[ D(x_m || x_{m_2}) \geq \gamma_2 \ln N, \]  
(29)

for discrete stimuli $x_m$, where $m \in M$, $m_1 \in M - M^\beta_m$ and $m_2 \in M - M^u_m$, then we have the following asymptotic relationships:

\[ I^\beta,\alpha = I^{d,\alpha}_{\beta,\alpha} + O\left( N^{-\gamma_1} \right) \leq I \leq I^u = I^d_u + O\left( N^{-\gamma_2} \right) \]  
(30)

and

\[ I_e = I_d + O\left( N^{-\gamma_2/\epsilon} \right). \]  
(31)

**Theorem 4.** Suppose $p(x)$ and $p(r|x)$ are twice continuously differentiable for $x \in X$, $||q'(x)|| \leq \infty$, $||q''(x)|| < \infty$, where $q(x) = \ln p(x)$ and $'$ and $''$ denote partial derivatives $\partial / \partial x$ and $\partial^2 / \partial x \partial x^T$, and $G_{\gamma}(x)$ is positive definite with $\|NG_{\gamma}^{-1}(x)\| = O(1)$, where $\| \cdot \|$ denotes matrix Frobenius norm,

\[ G_{\gamma}(x) = \gamma (J(x) + P(x)), \]  
(32)
\( \gamma = \beta (1 - \beta) \) and \( \beta \in (0, 1) \). If there exist an \( \omega = \omega (x) > 0 \) such that

\[
\det (G(x))^{1/2} \int_{\mathcal{X}(x)} p(\mathbf{x}) \exp (-D(x||\mathbf{x})) \, d\mathbf{x} = O \left( N^{-1} \right),
\]

\[
\det (G_\gamma(x))^{1/2} \int_{\mathcal{X}(x)} p(\mathbf{x}) \exp (-\beta D_\beta (x||\mathbf{x})) \, d\mathbf{x} = O \left( N^{-1} \right),
\]

for all \( x \in \mathcal{X} \) and \( \varepsilon \in (0, \omega) \), where \( \mathcal{X}_\omega(x) = \mathcal{X} - \mathcal{X}_\omega(x) \) is the complementary set of \( \mathcal{X}_\omega(x) = \{ \mathbf{x} \in \mathbb{R}^K : (\mathbf{x} - x)^T G(x) (\mathbf{x} - x) < N\omega^2 \} \), then we have the following asymptotic relationships:

\[
I_{\beta, \alpha} \leq I_{\gamma_0} + O \left( N^{-1} \right) \leq I \leq I_u = I_G + K/2 + O \left( N^{-1} \right),
\]

\[
I_e = I_G + O \left( N^{-1} \right),
\]

\[
I_{\beta, \alpha} = I_\gamma + O \left( N^{-1} \right),
\]

where

\[
I_\gamma = \frac{1}{2} \int_{\mathcal{X}} p(x) \ln \left( \det \left( \frac{G_\gamma(x)}{2\pi} \right) \right) \, dx + H(X)
\]

\( \gamma_0 = \beta_0 (1 - \beta_0) = 1/4 \) with \( \beta_0 = 1/2 \).

**Remark 1.** To see how condition (33) could be satisfied, consider the case where \( D(x||\mathbf{x}) \) has only one extreme point at \( \mathbf{x} = x \) for \( \mathbf{x} \in \mathcal{X}_\omega(x) \) and there exists an \( \eta > 0 \) such that \( N^{-1}D(x||\mathbf{x}) \geq \eta \) for \( \mathbf{x} \in \mathcal{X}_\omega(x) \). Now condition (33) is satisfied because

\[
\det (G(x))^{1/2} \int_{\mathcal{X}(x)} p(\mathbf{x}) \exp (-D(x||\mathbf{x})) \, d\mathbf{x} \\
\leq \det (G(x))^{1/2} \int_{\mathcal{X}(x)} p(\mathbf{x}) \exp (-\eta \varepsilon) \, d\mathbf{x} \\
= O \left( N^{K/2} e^{-\eta \varepsilon N} \right),
\]

where by assumption we can find an \( \eta (\varepsilon) > 0 \) for any given \( \varepsilon \in (0, \omega) \). Condition (34) can be satisfied in a similar way.

When \( \beta_0 = 1/2 \), \( \beta_0 D_{\beta_0} (x||\mathbf{x}) \) is the Bhattacharyya distance [26]:

\[
\beta_0 D_{\beta_0} (x||\mathbf{x}) = - \ln \left( \int_{\mathbb{R}} \sqrt{p(r|x)p(r|\mathbf{x})} \, dr \right),
\]

and we have

\[
J(x) = \frac{\partial^2 (D(x||\mathbf{x}))}{\partial \mathbf{x} \partial \mathbf{x}^T} \bigg|_{x=\mathbf{x}} = \frac{\partial^2 (4\beta_0 D_{\beta_0} (x||\mathbf{x}))}{\partial \mathbf{x} \partial \mathbf{x}^T} \bigg|_{x=\mathbf{x}} = \frac{\partial^2 (8H_1^2 (x||\mathbf{x}))}{\partial \mathbf{x} \partial \mathbf{x}^T} \bigg|_{x=\mathbf{x}},
\]

where \( H_1 (x||\mathbf{x}) \) is the Hellinger distance [27] between \( p(r|x) \) and \( p(r|\mathbf{x}) \):

\[
H_1^2 (x||\mathbf{x}) = \frac{1}{2} \int_{\mathbb{R}} \left( \sqrt{p(r|x)} - \sqrt{p(r|\mathbf{x})} \right)^2 \, dr.
\]

By Jensen’s inequality, for \( \beta \in (0, 1) \) we get

\[
0 \leq D_\beta (x||\mathbf{x}) \leq D(x||\mathbf{x}).
\]
Denoting the Chernoff information [8] as
\[
C(x \| \hat{x}) = \max_{\beta \in (0, 1)} (\beta D_\beta (x \| \hat{x})) = \beta_m D_{\beta_m} (x \| \hat{x}),
\]
where \(\beta D_\beta (x \| \hat{x})\) achieves its maximum at \(\beta_m\), we have
\[
I_{\beta, \alpha} - H(X) = \frac{K}{2} \ln \frac{4}{e}.
\]
By Theorem 4,
\[
\max_{\beta \in (0, 1)} I_{\beta, \alpha} = I_{\gamma_0} + O\left(\frac{1}{N}\right),
\]
If \(\beta_m = 1/2\), then by (50), (46), (47) and (48) we have
\[
\max_{\beta \in (0, 1)} I_{\beta, \alpha} + \frac{K}{2} \ln \frac{4}{e} + O\left(\frac{1}{N}\right) = I_e = I + O\left(\frac{1}{N}\right)
\]
\[
\leq h_d + H(X) \leq I_u.
\]
Therefore, from (45), (46) and (49), we can see that \(I_e\) and \(I\) are close to \(h_c + H(X)\). □

2.3. Approximations for Mutual Information

In this section, we use the relationships described above to find effective approximations to true mutual information \(I\) in the case of finite \(N\). First of all, Theorem 1 and Theorem 2 tell us that the true mutual information \(I\) and \(I_e\) lie between \(I_{\beta, \alpha}\) and \(I_u\) or between \(I_{\beta_{1,1}}\) and \(I_u\); that is, \(I_{\beta, \alpha} \leq I \leq I_u\), and \(I_{\beta_{1,1}} \leq I_e \leq I_u\).

On the other hand, from (2) and (36) we can obtain the following asymptotic equality under suitable conditions:
\[
I = I_e + O\left(\frac{1}{N}\right).
\]
Hence, for continuous stimuli, we have the following approximate relationship for large \(N\):
\[
I \simeq I_e \simeq I_G.
\]
For discrete stimuli, by (31) for large but finite \(N\), we have
\[
I \simeq I_e \simeq I_d = -\sum m=1 p(x_m) \ln \left(1 + \sum_{m \in M} \frac{p(x_m)}{p(x_{\hat{m}})} \exp \left(-e^{-1} D(x_m \| x_{\hat{m}})\right)\right) + H(X).
\]
Consider the special case \( p(x_\hat{n}) \approx p(x_m) \) for \( \hat{n} \in M_m^u \). With the help of definition (18), substitution of \( p(x_\hat{n}) \approx p(x_m) \) into (52) yields

\[
I \approx I_D = - \sum_{m=1}^{M} p(x_m) \ln \left( 1 + \sum_{\hat{n} \in M_m^u} \exp \left( -e^{-1}D \left( x_m || x_\hat{n} \right) \right) \right) + H(X)
\]

\[
\approx - \sum_{m=1}^{M} p(x_m) \sum_{\hat{n} \in M_m^u} \exp \left( -e^{-1}D \left( x_m || x_\hat{n} \right) \right) + H(X)
\]

\[
= I_D^0
\]

(53)

where \( I_D^0 \leq I_D \) and the second approximation follows from the first-order Taylor expansion when the term

\[
\sum_{\hat{n} \in M_m^u} \exp \left( -e^{-1}D \left( x_m || x_\hat{n} \right) \right)
\]

is small.

The theoretical discussion above tells us that \( I_o \) and \( I_d \) are effective approximations to true mutual information \( I \) in the case of large \( N \). Moreover, we find that they are often good approximations of mutual information \( I \) even for relatively small \( N \), as illustrated in the following section.

3. Results of Numerical Simulations

Consider Poisson model neuron whose responses follow a Poisson distribution [23]. The mean responses or the tuning curve of neuron \( n \), \( n \in \{1, 2, \cdots, N\} \) is described by the tuning function \( f(x; \theta_n) \), which takes the form of a rectified linear function:

\[
f(x; \theta_n) = \max(0, x - \theta_n),
\]

(54)

where \( x \in [-T, T] \), is the stimulus with \( T = 10 \), and the centers \( \theta_1, \theta_2, \cdots, \theta_N \) of the \( N \) neurons are uniformly distributed on interval \([-T, T]\), i.e., \( \theta_n = (n-1)d - T \) with \( d = 2T/(N-1) \) when \( N \geq 2 \), and \( \theta_n = 0 \) when \( N = 1 \). We suppose the discrete stimulus \( x \) has \( M \) possible values with \( M = 5 \), and these values are evenly spaced from \(-T \) to \( T \), namely, \( x \in X = \{x_m : x_m = 2(m-1)/M - T, m = 1, 2, \cdots, M\} \).

In the first example, we suppose the stimulus has a uniform distribution, so that the probability is given by

\[p(x_m) = 1/M.\]

Figure 1a shows graphs of the input distribution \( p(x) \) and a representative tuning curve \( f(x; \theta) \) with the center \( \theta = 0 \).

To evaluate the precision of the approximation formulas, we employed Monte Carlo (MC) simulation to approximate mutual information \( I \) [23]. In our MC simulation, we first sampled an input \( x_j \in X \) from the uniform distribution \( p(x_j) = 1/M \), then generated the neural responses \( r_j \) by the conditional distribution \( p(r_j|x_j) \) based on the Poisson model, where \( j = 1, 2, \cdots, j_{\text{max}} \). The value of mutual information by MC simulation was calculated by

\[
I_{MC}^* = \frac{1}{j_{\text{max}}} \sum_{j=1}^{j_{\text{max}}} \ln \left( \frac{p(r_j|x_j)}{p(r_j)} \right),
\]

(55)

where

\[
p(r_j) = \sum_{m=1}^{M} p(r_j|x_m)p(x_m).
\]

(56)

To evaluate the accuracy of our MC simulation, we computed the standard deviation of repeated trials by bootstrapping:

\[
I_{std} = \sqrt{\frac{1}{j_{\text{max}}} \sum_{i=1}^{j_{\text{max}}} \left( I_{MC}^i - I_{MC} \right)^2},
\]

(57)
where

\[
I_{MC}^k = \frac{1}{J_{\text{max}}} \sum_{j=1}^{J_{\text{max}}} \ln \left( \frac{p(r_{ij}|x_{ij})}{p(r_{ij})} \right),
\]

\[
I_{MC} = \frac{1}{J_{\text{max}}} \sum_{j=1}^{J_{\text{max}}} I_{MC}^k.
\]

and \( \Gamma_{ji} \in \{1, 2, \ldots, J_{\text{max}}\} \) is the \((j, i)\)-th entry of the matrix \( \Gamma \in \mathbb{R}^{J_{\text{max}} \times J_{\text{max}}} \) with samples taken randomly from the integer set \( \{1, 2, \ldots, J_{\text{max}}\} \) by a uniform distribution. Here we set \( J_{\text{max}} = 5 \times 10^3 \), \( i_{\text{max}} = 100 \) and \( M = 10^3 \).

For different \( N \in \{1, 2, 3, 4, 6, 10, 14, 20, 30, 50, 100, 200, 400, 700, 1000\} \), we compare \( I_{MC} \) with \( I_e, I_d \) and \( I_D \), which are illustrated in Figure 1b–d. Here we define the relative error of approximation, e.g., for \( I_e \), as

\[
D_{I_e} = \frac{I_e - I_{MC}}{I_{MC}},
\]

and the relative standard deviation

\[
D_{I_{\text{std}}} = \frac{I_{\text{std}}}{I_{MC}}.
\]

For the second example, we kept all other conditions unchanged and only changed the probability distribution of stimulus \( p(x_m) \). Now \( p(x_m) \) is a discrete sample from a Gaussian function:

\[
p(x_m) = Z^{-1} \exp \left( -\frac{x_m^2}{2T^2} \right), m = 1, 2, \ldots, M,
\]

where \( Z \) is the normalization constant. The results are illustrated in Figure 2.

Next, we changed each tuning curve \( f(x; \theta_n) \) to a step function or Heaviside function:

\[
f(x; \theta_n) = \begin{cases} 
1; & x \geq \theta_n \\
0; & x < \theta_n
\end{cases}
\]

Figure 3 and Figure 4 show the results under the same conditions of Figures 1 and 2 except for the shape of the tuning curves.

In all these examples, we found that the three formulas, namely, \( I_e, I_d \) and \( I_D \), provided excellent approximations to the true values of mutual information as obtained by Monte Carlo method. All these approximations were extremely accurate when \( N > 100 \). The saturation of information for large \( N \) is due to the fact that completely distinguishing all \( M = 5 \) stimuli requires at most \( \log_2 5 = 2.32 \) bits of information. It is not possible to gain more information than this amount regardless of how many neurons are used in the population. For relatively small values of \( N \), we found that \( I_D \) tended to be less accurate than \( I_d \) and \( I_e \). In these simulations, \( I_d \) and \( I_e \) were about equally good although \( I_e \) is more versatile and could potentially be used for continuous stimuli as well.

4. Conclusions

We have derived several asymptotic bounds and effective approximations of mutual information for discrete variables and found some relationships among different approximations. Our methods are based on Kullback-Leibler divergence and Rényi divergence, and our final approximation formulas involve only Kullback-Leibler divergence, which is often easier to evaluate than Shannon mutual information in many practical applications. Although in this paper our theory is developed in the framework of neural population coding, our mathematical results are generic and should hold in many related situations beyond the original neuroscience context.

We propose to approximate the mutual information with Kullback-Leibler divergence and provide several formulas, including \( I_e \) in Eq. 10 or 13, \( I_d \) in Eq. 15 and \( I_D \) in Eq. 18. The approximation \( I_e \) works not only
Figure 1. A comparison of approximations $I_e$, $I_d$ and $I_D$ against $I_{MC}$ obtained by Monte Carlo method for one-dimensional discrete stimuli. (a) Discrete uniform distribution of the stimulus $p(x)$ (black dots) and the rectified linear tuning curve $f(x; \theta)$ with center $\theta = 0$ (blue dashed lines). (b) The values of $I_{MC}$, $I_e$, $I_d$ and $I_D$ depend on the population size or total number of neurons $N$. (c) The relative errors $DI_e$, $DI_d$ and $DI_D$ for the results in panel b. (d) The absolute values of the relative errors $|DL_e|$, $|DL_d|$ and $|DL_D|$ as in panel c, with error bars showing standard deviations of repeated trials.
Figure 2. A comparison of approximations $I_e$, $I_d$ and $I_D$ against $I_{MC}$. The situation is identical to that in Figure 1 except that the stimulus distribution $p(x)$ is peaked rather flat (black dots in panel a).
Figure 3. A comparison of approximations $I_e$, $I_d$ and $I_D$ against $I_{MC}$. The situation is identical to that in Figure 1 except for the shape of the tuning curve (blue dashed lines in panel a).
Figure 4. A comparison of approximations $I_e$, $I_d$ and $I_D$ against $I_{MC}$. The situation is identical to that in Figure 1 except that the stimulus distribution $p(x)$ is peaked rather flat (black dots in panel a) and that the shape of the tuning curve is different (blue dashed lines in panel a).
for discrete stimuli but also for continuous stimuli. The formula for $I_e$ is well justified theoretically and its performance was excellent in our numerical simulations. Overall $I_e$ is our most accurate and versatile approximation formula although in some cases $I_D$ and $I_D$ are more convenient to calculate.

Our numerical experimental results show that the three approximations $I_e$, $I_d$ and $I_D$ were very accurate even when the population size $N$ is relatively small. Among the three approximations, $I_D$ tended to be the least accurate, although as a special case of $I_d$ it is slightly easier to evaluate than $I_d$. In conclusion we recommend using $I_e$ and $I_d$ as approximations for Shannon mutual information. Of these two, $I_e$ is the universal formula and $I_d$ is restricted only to discrete variables.

Finding effective approximation methods for computing mutual information is a key step for many practical applications of information theory. Generally speaking, Kullback-Leibler divergence (Eq. 7) is often easier to evaluate or approximate than Chernoff information (Eq. 44) and Shannon mutual information (Eq. 1). In situations where this is indeed the case, our approximation formulas are potentially useful. Besides advantages in numerical simulations, the availability of a diverse set of approximation formulas might potentially provide helpful theoretical insights in analytical studies of information coding and representations.
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### Appendix A. The Proofs

#### Appendix A.1. Proof of Theorem 1

By Jensen’s inequality, we have

$$I_{\beta,A} = - \left\langle \ln \left( \int_X \frac{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})}{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})} d\mathbf{x} \right) \right\rangle_{r|x} + H(X)$$

$$\leq - \left\langle \ln \left( \int_X \frac{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})}{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})} d\mathbf{x} \right) \right\rangle_{r|x} + H(X)$$

(A1)

and

$$- \left\langle \ln \left( \int_X \frac{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})}{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})} d\mathbf{x} \right) \right\rangle_{r|x} + H(X) - 1$$

$$= \left\langle \ln \left( \int_X \frac{p(r, \mathbf{x})}{p(r, \mathbf{x})} d\mathbf{x} \right) \left( \int_X \frac{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})}{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})} d\mathbf{x} \right)^{-1} \right\rangle_{r|x}$$

$$\leq \ln \int_R p(r) \int_X \frac{p^\beta (r|\mathbf{x}) p^\mu (\mathbf{x})}{p(r, \mathbf{x})} d\mathbf{x} d\mathbf{r}$$

$$= 0.$$  

(A2)

Combining (A1) and (A2), we immediately get the lower bound in (25).

In this section we use integral for variable $\mathbf{x}$ although our argument is valid for both continuous variables and discrete variables. For discrete variables, we just need to replace each integral by a summation, and our argument remains valid without other modification. The same is true for the response variable $r$.

To prove the upper bound, let

$$\Phi [q(\mathbf{x})] = \int_R p(r|\mathbf{x}) \int_X q(\mathbf{x}) \ln \left( \frac{p(r|\mathbf{x}) q(\mathbf{x})}{p(r|\mathbf{x}) p(\mathbf{x})} \right) d\mathbf{x} d\mathbf{r},$$

(A3)
where \( q(\hat{x}) \) satisfies
\[
\begin{align*}
\int_{\mathcal{X}} q(\hat{x}) d\hat{x} &= 1 \\
q(\hat{x}) &\geq 0
\end{align*}
\] (A4)

By Jensen’s inequality we get
\[
\Phi [q(\hat{x})] \geq \int_{\mathcal{X}} p(\mathbf{r}|\mathbf{x}) \ln \left( \frac{p(\mathbf{r}|\mathbf{x})}{p(\mathbf{r})} \right) d\mathbf{r}.
\] (A5)

To find a function \( q(\hat{x}) \) that minimizes \( \Phi [q(\hat{x})] \), we apply the variational principle as follows:
\[
\frac{\partial \Phi [q(\hat{x})]}{\partial q(\hat{x})} = \int_{\mathcal{X}} p(\mathbf{r}|\mathbf{x}) \ln \left( \frac{p(\mathbf{r}|\mathbf{x}) q(\hat{x})}{p(\mathbf{r}) p(\hat{x})} \right) d\mathbf{r} + 1 + \lambda,
\] (A6)

where \( \lambda \) is the Lagrange multiplier and
\[
\Phi [q(\hat{x})] = \Phi [q(\hat{x})] + \lambda \left( \int_{\mathcal{X}} q(\hat{x}) d\hat{x} - 1 \right).
\] (A7)

Setting \( \frac{\partial \Phi [q(\hat{x})]}{\partial q(\hat{x})} = 0 \) and using the constraint (A4), we find the optimal solution
\[
q^*(\hat{x}) = \frac{p(\hat{x}) \exp (-D (\mathbf{x}||\hat{x}))}{\int_{\mathcal{X}} p(\hat{x}) \exp (-D (\mathbf{x}||\hat{x})) d\hat{x}}.
\] (A8)

Thus the variational lower bound of \( \Phi [q(\hat{x})] \) is given by
\[
\Phi [q^*(\hat{x})] = \min_{q(\hat{x})} \Phi [q(\hat{x})] = -\ln \left( \int_{\mathcal{X}} p(\hat{x}) \exp (-D (\mathbf{x}||\hat{x})) d\hat{x} \right) d\mathbf{x}.
\] (A9)

Therefore, from (1), (A5) and (A9), we get the upper bound in (25). This completes the proof of Theorem 1. \( \square \)

Appendix A.2. Proof of Theorem 2

It follows from (43) that
\[
I_{\beta_1,\alpha_1} = -\left( \ln \left( \exp \left( -\beta_1 D_{\beta_1} (\mathbf{x}||\hat{x}) + (1 - \alpha_1) \ln \frac{p(\mathbf{x})}{p(\hat{x})} \right) \right) \right)_{\hat{x}, \mathbf{x}}
\]
\[
\leq -\left( \ln \left( \exp \left( -e^{-1} D (\mathbf{x}||\hat{x}) \right) \right) \right)_{\hat{x}, \mathbf{x}} = I_e
\]
\[
\leq -\left( \ln \left( \exp \left( -D (\mathbf{x}||\hat{x}) \right) \right) \right)_{\hat{x}, \mathbf{x}} = I_{\alpha, \beta}
\] (A10)

where \( \beta_1 = e^{-1} \) and \( \alpha_1 = 1 \). We immediately get (26). This completes the proof of Theorem 2. \( \square \)

Appendix A.3. Proof of Theorem 3

For the lower bound \( I_{\beta,\alpha} \), we have
\[
I_{\beta,\alpha} = -\sum_{m=1}^{M} p(x_m) \ln \left( \sum_{\tilde{m}=1}^{M} \left( \frac{p(x_{\tilde{m}})}{p(x_m)} \right)^a \exp (-\beta D_{\beta} (x_m|x_{\tilde{m}})) \right)
\]
\[
= -\sum_{m=1}^{M} p(x_m) \ln (1 + d(x_m)) + H(X),
\] (A11)

where
\[
d(x_m) = \sum_{\tilde{m} \in M - \{m\}} \left( \frac{p(x_{\tilde{m}})}{p(x_m)} \right)^a \exp (-\beta D_{\beta} (x_m|x_{\tilde{m}})).
\] (A12)
Now consider
\[
\ln (1 + d (x_m)) = \ln (1 + a (x_m) + b (x_m))
\]
\[
= \ln (1 + a (x_m)) + \ln (1 + b (x_m) (1 + a (x_m))^{-1})
\]
\[
= \ln (1 + a (x_m)) + O (N^{-\gamma}), \quad (A13)
\]

where
\[
a (x_m) = \sum_{\hat{m} \in \mathcal{M}^a} \left( \frac{p (x_m)}{p (x_m)} \right)^a \exp (-\beta D_\beta (x_m || x_{\hat{m}})), \quad (A14a)
\]
\[
b (x_m) = \sum_{\hat{m} \in \mathcal{M} - \mathcal{M}^b} \left( \frac{p (x_m)}{p (x_m)} \right)^a \exp (-\beta D_\beta (x_m || x_{\hat{m}}))
\]
\[
\leq N^{-\gamma} \sum_{\hat{m} \in \mathcal{M} - \mathcal{M}^b} \left( \frac{p (x_m)}{p (x_m)} \right)^a = O (N^{-\gamma}). \quad (A14b)
\]

Combining (A11), (A13) and Theorem 1, we get the lower bound in (30). In a manner similar to the above, we can get the upper bound in Eqs. (30) and (31). This completes the proof of Theorem 3. \qed

Appendix A.4. Proof of Theorem 4

The upper bound \( I_u \) for mutual information \( I \) in (25) can be written as
\[
I_u = - \int_{\mathcal{X}} \left( \ln \int_{\mathcal{X}} p (\hat{x}) \exp \left( -D (x|\hat{x}) \right) d\hat{x} \right) p (x) dx
\]
\[
= - \left\langle \ln \left( \int_{\mathcal{X}} \exp \left( \langle L (r|\hat{x}) - L (r|x) \rangle_{r|\hat{x}} \right) d\hat{x} \right) \right\rangle_x + H (X). \quad (A15)
\]

where \( L (r|\hat{x}) = \ln (p (r|\hat{x}) p (\hat{x})) \) and \( L (r|x) = \ln (p (r|x) p (x)) \).

Consider the Taylor expansion for \( L (r|\hat{x}) \) around \( x \). Assuming that \( L (r|\hat{x}) \) is twice continuously differentiable for any \( \hat{x} \in \mathcal{X}_\omega (x) \), we get
\[
\langle L (r|\hat{x}) - L (r|x) \rangle_{r|\hat{x}} = y^T v_1 - \frac{1}{2} y^T y - \frac{1}{2} y^T G^{-1/2} (x) (G(\hat{x}) - G(x)) G^{-1/2} (x) y \quad (A16)
\]

where
\[
y = G^{1/2} (x) (\hat{x} - x), \quad (A17)
\]
\[
v_1 = G^{-1/2} (x) q'(x) \quad (A18)
\]

and
\[
\hat{x} = x + t (\hat{x} - x) \in \mathcal{X}_\omega (x), \quad t \in (0, 1). \quad (A19)
\]

For later use, we also define
\[
v = G^{-1/2} (x) l'(r|x) \quad (A20)
\]

where
\[
l (r|x) = \ln p (r|x). \quad (A21)
\]

Since \( G(\hat{x}) \) is continuous and symmetric for \( \hat{x} \in \mathcal{X} \), for any \( \epsilon \in (0, 1) \) there is an \( \epsilon \in (0, \omega) \) such that
\[
\left[ y^T G^{-1/2} (x) (G(\hat{x}) - G(x)) G^{-1/2} (x) y \right] < \epsilon ||y||^2 \quad (A22)
\]
for all \( y \in \mathcal{Y}_\epsilon \), where \( \mathcal{Y}_\epsilon = \{ y \in \mathbb{R}^K : \| y \| < \epsilon \sqrt{N} \} \). Then we get

\[
\ln \left( \int_{\mathcal{Y}_\epsilon} \exp \left( (L(r|\hat{x}) - L(r|x)) r|x \right) d\hat{x} \right) \\
\geq -\frac{1}{2} \ln (\det (G(x))) + \ln \int_{\mathcal{Y}_\epsilon} \exp \left( y^T v_1 - \frac{1}{2} (1 + \epsilon) y^T y \right) dy
\]  
(A23)

and with Jensen’s inequality,

\[
\ln \int_{\mathcal{Y}_\epsilon} \exp \left( y^T v_1 - \frac{1}{2} (1 + \epsilon) y^T y \right) dy \\
\geq \ln \Psi_\epsilon + \int_{\mathcal{Y}_\epsilon} y^T v_1 \phi_\epsilon(y) dy \\
= \frac{K}{2} \ln \left( \frac{2\pi}{1 + \epsilon} \right) + O \left( N^{-K/2} e^{-N\delta} \right),
\]  
(A24)

where \( \delta \) is a positive constant, \( \int_{\mathcal{Y}_\epsilon} y^T v_1 \phi_\epsilon(y) dy = 0. \)

\[
\phi_\epsilon(y) = \Psi_\epsilon^{-1} \exp \left( -\frac{1}{2} (1 + \epsilon) y^T y \right) \\
\Psi_\epsilon = \int_{\mathcal{Y}_\epsilon} \exp \left( -\frac{1}{2} (1 + \epsilon) y^T y \right) dy
\]  
(A25)

and

\[
\mathcal{Y}_\epsilon = \{ y \in \mathbb{R}^K : |y_k| < \epsilon \sqrt{N/K}, k = 1, 2, \ldots, K \} \subseteq \mathcal{Y}_\epsilon.
\]  
(A26)

Now we evaluate

\[
\Psi_\epsilon = \int_{\mathbb{R}^K} \exp \left( -\frac{1}{2} (1 + \epsilon) y^T y \right) dy - \int_{\mathbb{R}^K - \mathcal{Y}_\epsilon} \exp \left( -\frac{1}{2} (1 + \epsilon) y^T y \right) dy \\
= \left( \frac{2\pi}{1 + \epsilon} \right)^{K/2} - \int_{\mathbb{R}^K - \mathcal{Y}_\epsilon} \exp \left( -\frac{1}{2} (1 + \epsilon) y^T y \right) dy.
\]  
(A27)

Performing integration by parts with \( \int_a^\infty e^{-t^2/2} dt = \frac{e^{-a^2/2}}{a} - \int_a^\infty \frac{e^{-t^2/2}}{t} dt \), we find

\[
\int_{\mathbb{R}^K - \mathcal{Y}_\epsilon} \exp \left( -\frac{1}{2} (1 + \epsilon) y^T y \right) dy \leq \frac{\exp \left( -\frac{1}{2} (1 + \epsilon) \epsilon^2 N \right)}{(1 + \epsilon)^2 \epsilon^2 N / (4K)}^{K/2} \\
= O \left( N^{-K/2} e^{-N\delta} \right),
\]  
(A28)

for some constant \( \delta > 0. \)

Combining (A15), (A23) and (A24), we get

\[
I_a \leq \frac{1}{2} \left\langle \ln \left( \det \left( \frac{1 + \epsilon}{2\pi} G(x) \right) \right) \right\rangle_x + H(X) + O \left( N^{-K/2} e^{-N\delta} \right).
\]  
(A29)
On the other hand, from (A22) and the condition (33), we obtain

\[
\int_{X_i(x)} \exp \left( \langle L(r|x) - L(r|x) \rangle_{r|x} \right) d\hat{x} \\
\leq \det \left( G(x) \right)^{-1/2} \int_{\mathbb{R}^k} \exp \left( y^T \nu_1 - \frac{1}{2} (1 - \epsilon) y^T y \right) dy \\
= \det \left( \frac{1 - \epsilon}{2\pi} G(x) \right)^{-1/2} \exp \left( \frac{1}{2} (1 - \epsilon)^{-1} v^T \nu_1 \right)
\]  
(A30)

and

\[
\int_{X} \exp \left( \langle L(r|x) - L(r|x) \rangle_{r|x} \right) d\hat{x} \\
= \int_{X_i(x)} \exp \left( \langle L(r|x) - L(r|x) \rangle_{r|x} \right) d\hat{x} + \int_{X - X_i(x)} \exp \left( \langle L(r|x) - L(r|x) \rangle_{r|x} \right) d\hat{x} \\
\leq \det \left( \frac{1 - \epsilon}{2\pi} G(x) \right)^{-1/2} \exp \left( \frac{v^T \nu_1}{2 (1 - \epsilon)} \right) + O \left( N^{-1} \right).
\]  
(A31)

It follows from (A15) and (A31) that

\[
\left\langle \ln \left( \int_{X} \exp \left( \langle L(r|x) - L(r|x) \rangle_{r|x} \right) d\hat{x} \right) \right\rangle_x \\
\leq -\frac{1}{2} \left\langle \ln \left( \det \left( \frac{1 - \epsilon}{2\pi} G(x) \right) \right) \right\rangle_x + \frac{1}{2} (1 - \epsilon)^{-1} \left\langle v^T \nu_1 \right\rangle_x + O \left( N^{-1} \right).
\]  
(A32)

Note that

\[
\left\langle v^T \nu_1 \right\rangle_x = O \left( N^{-1} \right).
\]  
(A33)

Now we have

\[
l_u \geq \frac{1}{2} \left\langle \ln \left( \det \left( \frac{1 - \epsilon}{2\pi} G(x) \right) \right) \right\rangle_x + H(X) + O \left( N^{-1} \right).
\]  
(A34)

Since \( \epsilon \) is arbitrary, we can let it go to zero. Therefore, from (25), (A29) and (A34) we obtain the upper bound in (35).

The Taylor expansion of \( h(\hat{x}, x) \) is

\[
h(\hat{x}, x) = \left\langle \left( \frac{p(\hat{x}|x)}{p(r|x)} \right)^{\beta} \right\rangle_{r|x} \]
around \( x \) is

\[
h(\hat{x}, x) = 1 + \left\langle \frac{\beta}{p(r|x)} \frac{\partial p(r|x)}{\partial x} \right\rangle_{r|x} (\hat{x} - x) + \frac{1}{2} (\hat{x} - x)^T \left( \frac{\beta}{2p(r|x)^2} \left( \beta - 1 \right) \frac{\partial p(r|x)}{\partial x} \frac{\partial p(r|x)}{\partial x^T} + p(r|x) \frac{\partial^2 p(r|x)}{\partial x \partial x^T} \right)_{r|x} (\hat{x} - x) + \cdots
\]  
(A35)

In a similar manner as described above, we obtain the asymptotic relationship (37):

\[
l_{\beta, n} = l_{\gamma} + O \left( N^{-1} \right) \\
= \frac{1}{2} \int_{X} p(x) \ln \left( \det \left( \frac{G_\gamma(x)}{2\pi} \right) \right) dx + H(X).
\]  
(A36)

Notice that \( 0 < \gamma = \beta (1 - \beta) \leq 1/4 \) and the equality holds when \( \beta = \beta_0 = 1/2 \). Thus we have

\[
\det \left( G_\gamma(x) \right) \leq \det \left( G_{\beta_0}(x) \right).
\]  
(A37)

Combining (25), (A36) and (A37) yields the lower bound in (35).
The proof of Eq. (36) is similar. This completes the proof of Theorem 4.
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