
Environmental variables and Ecological Niche Modeling methods 

Ecological Niche Models (ENMs) were constructed using the ‘biomod2’ package [1] in R [2]. To construct 
ENMs, in addition to presence records, we used pseudo-absence points, selected following Barbet-Massin et al. 
[3]. To do this, we first ran a rectilinear surface range envelope model [1], and then, from outside the area 
predicted as suitable habitat, we picked 100 random points. We created 20 independent sets of 
pseudo-absences, each of which were combined with the same 91 presence records. Four modeling algorithms 
were run: artificial neural networks [4], generalized boosted models or boosted regression trees [5], random 
forest [6], and maximum entropy [7]. We used 5 cross-validation runs per algorithm, for a total of 400 runs (4 
algorithms x 5 cross-validations x 20 datasets), with 5,000 iterations per run. To assess model performance, 75% 
of the data were used for training, with 25% set aside as “out-of-bag” test data. To maximize the accuracy of 
presence/absence classification, we used the True Skill Statistic (TSS = sum of sensitivity and specificity – 1) [8], 
where ENMs with mean TSS above 0.2 were retained. We then used the ensemble framework [9] to obtain a 
weighted average of all ENMs, where ENMs were weighted according to TSS values. 

Nineteen bioclimatic variables [10] were obtained from the WorldClim database v.1.4 
(http://www.worldclim.org). To reduce the number of predictors, and correlation among them, we performed 
factor analysis in successive stages using the ‘psych’ package [11], until two criteria were met: 1) each factor 
must be highly correlated (absolute value of r > 0.5) with at least two variables, and 2) each variable must be 
highly correlated with only one factor and show low correlation (absolute value of r < 0.3) with any other 
factor. We used ordinary least squares to find the minimum residual (MR) solution [12]. Oblique rotations were 
used, since strong correlations between factors were expected. Cattell’s [13] scree test and Horn’s [14] parallel 
analysis determined the number of factors to retain, and these were then inspected for reliability using 
Cronbach’s [15] α, with an acceptance criterion of α > 0.7. The factors were named according to the bioclimatic 
variables they were most strongly correlated with. “Temperature Range” (TR; strongly correlated with bio4: 
“Temperature Seasonality” and bio7: “Temperature Annual Range”); “Dry-season Precipitation” (DP; strongly 
correlated with bio14: “Precipitation of Driest Month” and bio17: “Precipitation of Driest Quarter”); “Summer 
Temperature” (ST; strongly correlated with bio5: “Maximum Temperature of Warmest Month” and bio10: 
“Mean Temperature of Warmest Quarter”); “Wet-season Precipitation” (WP; strongly correlated with bio13: 
“Precipitation of Wettest Month” and bio17: “Precipitation of Wettest Quarter”). 
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