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Abstract: We show that given a Lie superalgebra and an element of its dual space one can construct the 3-Lie superalgebra. We apply this approach to Lie superalgebra of \((m,n)\)-block matrices taking supertrace of a matrix as the element of dual space. Then we also apply this approach to commutative superalgebra and the Lie superalgebra of its derivations to construct 3-Lie superalgebra. The graded Lie brackets are constructed by means of a derivation and involution of commutative superalgebra, and we use them to construct 3-Lie superalgebras.
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1. Introduction

A generalization of Hamiltonian mechanics, in which a triple analog of Poisson bracket appears in a natural way, was proposed by Nambu in [11]. In this generalization of Hamiltonian mechanics, the right-hand side of analog of Hamilton equation is the triple bracket of functions and two of these three functions play role of Hamiltonians. The triple bracket at the right-hand side of analog of Hamilton equation is called a Nambu-Poisson bracket. Filippov in [8] proposed a notion of \(n\)-Lie algebra, which can be considered as an extension of the concept of binary Lie bracket to \(n\)-ary brackets. The basic component of a notion of \(n\)-Lie algebra, proposed by Filippov, is the generalization of Jacobi identity, which is now called Filippov-Jacobi or fundamental identity. Later, a study of the algebraic properties of Nambu-Poisson bracket showed that it is skew-symmetric, satisfies the Leibniz rule for a product of two functions and it also satisfies the Filippov-Jacobi (fundamental) identity. Thus, it turned out that, from an algebraic point of view, a generalization of Hamiltonian mechanics, proposed by Nambu, as well as the notion of \(n\)-Lie algebra, proposed by Filippov, can be considered as an extension of the notion of binary Lie bracket to brackets with \(n\) arguments, based on generalized Jacobi identity.

An important aspect of the generalized Hamiltonian mechanics proposed by Nambu is quantization. The problem of quantization of generalized Hamiltonian mechanics was studied in several papers [5],[7],[12]. Particularly in the paper [5] the authors proposed the triple skew-symmetric bracket for \(N\)th order matrices, constructed by means of the commutator of two matrices and the trace of a matrix, and proved that this triple skew-symmetric bracket satisfies the Filippov-Jacobi identity. Hence the Lie algebra of \(N\)th order matrices, endowed with the triple skew-symmetric bracket, proposed in [5], is the matrix 3-Lie algebra. Later this approach was extended to \(n\)-Lie algebras and it was shown that any \(n\)-Lie algebra with an analog of a trace induces \((n+1)\)-Lie algebra, whose \((n+1)\)-ary Lie bracket is constructed by means of a Lie bracket of \(n\)-Lie algebra and an analog of a trace [3],[4].

The concept of \(n\)-Lie algebra can be extended to Lie superalgebras with due regard to degrees of elements of super vector space, and this leads to the concept of \(n\)-Lie superalgebra. In [1], [2] it was shown that the method of \((n+1)\)-Lie algebras induced by \(n\)-Lie algebras can be extended to \(n\)-Lie superalgebras by means of an analog of supertrace. Particularly it was proved that Lie superalgebra \(\mathfrak{gl}(m,n)\) of \((m,n)\)-block matrices induces the 3-Lie superalgebra if we endow it with a graded triple bracket, constructed with the help of binary graded commutator of \(\mathfrak{gl}(m,n)\) and the supertrace of
(m, n)-block matrix. In [9] this approach was extended to 3-ary Hom-Lie superalgebras and the authors showed that given a Hom-Lie superalgebra and its representation one can construct the 3-ary Hom-Lie superalgebra, whose graded triple Lie bracket is constructed by means of binary graded Lie bracket of Hom-Lie superalgebra and the supertrace. The authors of [9] explored the structures of induced 3-ary Hom-Lie superalgebras such that ideals, center, derived series and central extensions.

In Section 2 we prove Theorem 2.1, which states, that given a Lie superalgebra \( g \) and an element \( \phi \) of its dual space, which vanishes on odd subspace of \( g \) and satisfies

\[
\phi(x)\phi([y,z]) + (-1)^{|x||y|+|z|}\phi(y)\phi([x,z]) + (-1)^{|z||x|+|y|}\phi(z)\phi([x,y]) = 0, \quad x, y, z \in g, \tag{1}
\]

one can construct 3-Lie superalgebra, whose graded triple Lie bracket is constructed with the help of binary graded Lie bracket of \( g \) and \( \phi \). This theorem can be applied to Lie superalgebra \( gl(m, n) \) of (m, n)-block matrices if \( \phi \) is the supertrace of a matrix. In [1] the approach of induced \( n \)-Lie algebras was applied to the Lie algebra of vector fields on a smooth manifold and the author constructed triple Lie bracket of vector fields by means of commutator of vector fields and a differential form, which satisfies conditions similar to (1). In Section 3 we generalize this result to a commutative superalgebra and the Lie superalgebra of its derivations. We also extend the constructions and results of [6] to Lie superalgebras and 3-Lie superalgebras. Particularly we construct graded Lie bracket by means of a derivation, involution of commutative superalgebra. Then we use these Lie superalgebras to construct 3-Lie superalgebras in analogy with approach proposed in Theorem 2.1.

2. 3-Lie superalgebras induced by Lie superalgebras with an analog of supertrace

In this section we show that given a Lie superalgebra with analog of the supertrace one can construct a 3-Lie superalgebra.

Let \( g = g_0 \oplus g_1 \) be a super vector space. In what follows the degree of a homogeneous vector \( x \) will be denoted by \( |x| \). A super vector space \( g \) is said to be a Lie superalgebra if it is endowed with a graded Lie bracket \( [g, g] \subset g_{i+j} \), which is graded skew-symmetric \( [x, y] = -(-1)^{|x||y|}[y, x] \) \((u, v \in g)\) and satisfies the graded Jacobi identity

\[
[x, [y, z]] = [[x, y], z] + (-1)^{|x||y|}[y, [x, z]], \quad x, y, z \in g. \tag{2}
\]

One can extend the concept of Lie superalgebra to multiplications with a large number of arguments, that is, \( n \)-ary multiplications, where \( n > 2 \). In this paper, we consider ternary multiplications. Assume \( g = g_0 \oplus g_1 \) is a super vector space. A trilinear mapping \((x, y, z) \in g \otimes g \otimes g \mapsto [x, y, z] \in g\) is said to be a graded triple (or ternary) Lie bracket if \( |[x, y, z]| = |x| + |y| + |z| \), it is graded skew-symmetric, i.e.

\[
[x, y, z] = -(-1)^{|x||y|}[y, x, z], \quad [x, y, z] = -(-1)^{|y||z|}[x, z, y], \tag{3}
\]

and satisfies the graded Filippov-Jacobi identity (Fundamental Identity)

\[
[x, y, [u, v, w]] = [[x, y, u], v, w] + (-1)^{|x||y|+|u|}[u, [x, y, v], w] + (-1)^{|x||y|+|u|+|v|}[u, v, [x, y, w]]. \tag{4}
\]

A super vector space \( g \), together with a graded triple Lie bracket defined on it, is called a 3-Lie superalgebra.

Let \( g = g_0 \oplus g_1 \) be a Lie superalgebra and \([\ , \ ]\) be a graded (binary) Lie bracket of this Lie superalgebra.

**Theorem 2.1.** Let \( \phi \in g^* \). Assume that for any homogeneous elements \( x, y, z \in g \) and for any odd degree element \( u \in g_1 \) a linear function \( \phi \) satisfies the following conditions:
1. \( \phi(x)\phi([y, z]) + (-1)^{|x||y| + |z|}\phi(y)\phi([z, x]) + (-1)^{|z||x| + |y|}\phi(z)\phi([x, y]) = 0. \)
2. \( \phi(u) = 0. \)

Define
\[
[x, y, z]_\phi = \phi(x) [y, z] + (-1)^{|x||y| + |z|}\phi(y) [z, x] + (-1)^{|z||x| + |y|}\phi(z) [x, y].
\] (5)

Then (5) is the graded triple Lie bracket and \((g_0, [, , ]_\phi)\) is the 3-Lie superalgebra.

**Proof of Theorem 2.1.** A linear function \( \phi \) vanishes on elements of odd degree (second condition), and from this it follows that for various combinations of parities of arguments, the triple bracket (5) takes on the form

\[
[x, y, z]_\phi = \begin{cases} 
\phi(x) [y, z] + \phi(y) [z, x] + \phi(z) [x, y], & x, y, z \in g_0; \\
\phi(y) [z, x] + \phi(z) [x, y], & x \in g_1, y, z \in g_0; \\
\phi(z) [x, y], & x, y \in g_1, z \in g_0; \\
0, & x, y, z \in g_1.
\end{cases}
\] (6)

Hence the triple bracket (5) satisfies \(|[x, y, z]| = |x| + |y| + |z|\). Next we show that (5) is the graded skew-symmetric. Indeed if we interchange the positions of two first elements in (5) then we obtain

\[
[y, x, z]_\phi = \phi(y) [x, z] + (-1)^{|y||x| + |z|}\phi(x) [z, y] + (-1)^{|z||x| + |y|}\phi(z) [x, y]
= -(-1)^{|x||z|}\phi(y) [x, z] - (-1)^{|y||x| + |z| + |y||z|}\phi(x) [y, z] + (-1)^{|z||x| + |y|}\phi(z) [x, y]
= -(-1)^{|x||y|}\phi(x) [y, z] + (-1)^{|x||y| + |z|}\phi(y) [z, x] + (-1)^{|z||x| + |y|}\phi(z) [x, y]
= -(-1)^{|x||y|}[x, y, z]_\phi.
\] (7)

The graded skew-symmetry of (5) for other permutations of arguments can be proved similarly.

It remains to prove the graded Filippov-Jacobi identity (4). If we expand the double graded triple brackets in the Filippov-Jacobi identity using formula (5), then all terms can be divided into three groups. In the first group of terms we have all terms, which contain double graded (binary) Lie brackets. This group in turn can be divided into subgroups, where every subgroup is a sum of three terms and determined by one of the following combinations

\[
\begin{align*}
&((x, u, v), (y, w)), \quad ((y, u, v), (x, w)), \quad ((x, u, w), (y, v)), \quad ((y, u, w), (x, v)), \quad ((x, v, w), (y, u)), \quad ((y, v, w), (x, u)).
\end{align*}
\] (8)

For instance, the combination \(((y, v, w), (x, u))\) determines the sum

\[
\phi(x)\phi(u) ([y, [v, w]] - (-1)^{|x||[v, w]|}[y, v], w) - (-1)^{|x||[v, w]|+|u|}[[v, [y, w]]).
\] (11)

If one of elements \(x, u\) (or both) are odd degree elements, then the above sum vanishes due to the condition 2. If both \(x, u\) are even degree elements, i.e. \(x, u \in g_0\), then the expression in round brackets vanishes due to the graded Jacobi identity. Analogously we can show that the expressions, determined by other combinations in (8),(9),(10), vanish.

The second group of terms includes all terms, in which one multiplier is of form \(\phi([, ]_\phi)\). All these terms vanish due to the condition 1. For example, the left-hand side of the Filippov-Jacobi identity contains the terms

\[
(-1)^a\phi(u)\phi([v, w]) + (-1)^b\phi(v)\phi([w, u]) + (-1)^c\phi(w)\phi([u, v]) [x, y],
\]
where
\[
\alpha = (|v| + |w|)(|x| + |y|), \quad \beta = (|v| + |w|)|u| + (|v| + |w|)(|x| + |y|),
\]
\[
\gamma = (|v| + |u|)|w| + (|u| + |v|)(|x| + |y|).
\]
The last group contains those terms that are mutually canceled. Every pair of mutually canceled terms is determined by one of the following combinations \((x, y, v), (x, y, w), (x, y, u)\). For example, the combination \((x, y, w)\) determines the expression
\[
\left( (-1)^{|w|+|v|+|x|+|y|} [w, [x, y]] + (-1)^{|w|+|v|+|x|+|y|} [[x, y], w] \right) \phi(u)\phi(v).
\]
It is easy to see that the terms inside the round brackets cancel each other.

We will call \((g, [\ , \ , \ ]_\phi)\) the 3-Lie superalgebra induced by a Lie superalgebra \(g\) with the help of linear function \(\phi\). We can apply Theorem 2.1 to Lie superalgebra \(gl(m, n)\) of block matrices
\[
X = \begin{pmatrix} A & B \\ C & D \end{pmatrix},
\]
where \(A\) is a square matrix of order \(m\), \(D\) is a square matrix of order \(n\), \(C\) is a rectangular \(n \times m\)-matrix and \(B\) is a rectangular \(m \times n\)-matrix. \(X\) is a matrix of even degree if \(B = 0, C = 0\), and \(X\) is a matrix of odd degree if \(A = 0, D = 0\). Thus \(gl(m, n) = gl_0(m, n) \oplus gl_1(m, n)\). The degree of a homogeneous matrix is denoted by \(|X|\). The graded Lie bracket is the graded commutator of two matrices, i.e.
\[
[X, Y] = X \cdot Y - (-1)^{|X||Y|} Y \cdot X,
\]
(13)
where \(X \cdot Y\) is the product of two matrices. For a linear function \(\phi \in gl^\ast (m, n)\), we can take the supertrace of a matrix
\[
\text{Str}(X) = \text{Tr}(A) - \text{Tr}(D).
\]
(14)
Then the conditions 1,2 of Theorem 2.1 are satisfied, because supertrace vanishes on matrices of odd degree and it also vanishes on graded commutators of matrices, i.e. if \(X\) is an odd degree matrix, then \(\text{Str}(X) = 0\), and \(\text{Str}([X, Y]) = 0\). Thus according to Theorem 2.1 the graded triple commutator
\[
[X, Y, Z]_S = \text{Str}(X) [Y, Z] + (-1)^{|X||Y|+|Z|} \text{Str}(Y) [Z, X] + (-1)^{|Z|(|X|+|Y|)} \text{Str}(Z) [X, Y],
\]
(15)
where \(X, Y, Z \in gl(m, n)\), is the graded triple Lie bracket and \((gl(m, n), [\ , \ , \ ]_S)\) is the 3-Lie superalgebra induced by matrix Lie superalgebra \(gl(m, n)\) with the help of supertrace.

3. 3-Lie superalgebras induced by commutative superalgebras

Let \(\mathcal{A} = \mathcal{A}_0 \oplus \mathcal{A}_1\) be a superalgebra. A superalgebra \(\mathcal{A}\) is said to be commutative superalgebra if for any two homogeneous elements \(u, v \in \mathcal{A}\) it holds \(uv = (-1)^{|u||v|} vu\). A degree \(m\) derivation (left superderivation [10]) of superalgebra \(\mathcal{A}\), where \(m\) is either 0 (even degree derivation) or 1 (odd degree derivation), is a linear mapping \(\delta : \mathcal{A} \rightarrow \mathcal{A}\) such that it satisfies the graded Leibniz rule
\[
\delta(uv) = \delta(u) v + (-1)^m |u| u \delta(v).
\]
(16)
The degree of a derivation \(\delta\) will be denoted by \(|\delta|\). Hence if \(\delta\) is an even degree derivation of superalgebra \(\mathcal{A}\), then for any two elements \(u, v \in \mathcal{A}\) it satisfies the Leibniz rule
\[
\delta(uv) = \delta(u) v + u \delta(v).
\]
(17)
An involution of a superalgebra \( A \) is an even degree linear mapping \(* : u \in A \mapsto u^* \in A\) such that \((uv)^* = (-1)^{|u||v|}v^*u^*\). In the case of commutative superalgebra with involution * we have \((uv)^* = u^*v^*\).

Let \( \text{Der} \ A = \text{Der}_0 \ A \oplus \text{Der}_1 \ A \) be the super vector space of all derivations of \( A \). The graded commutator \([\delta_1, \delta_2] = \delta_1 \circ \delta_2 - (-1)^{|\delta_1||\delta_2|}\delta_2 \delta_1\) turns this super vector space into the Lie superalgebra. If \( A \) is a commutative superalgebra, then \( \text{Der} \ A \) has the structure of graded left \( A \)-module if one defines the left multiplication \((u\delta)(v) = u(\delta(v)))\.

**Theorem 3.1.** Let \( A \) be a commutative superalgebra and \( \omega : \text{Der} \ A \rightarrow A \) be an even degree homomorphism of graded left \( A \)-modules. Define triple bracket

\[
[\delta_1, \delta_2, \delta_3]_{\omega} = \omega(\delta_1)[\delta_2, \delta_3] + (-1)^{|\delta_1|(|\delta_2|+|\delta_3|)}\omega(\delta_2)[\delta_3, \delta_1] + (-1)^{|\delta_3|(|\delta_1|+|\delta_2|)}\omega(\delta_3)[\delta_1, \delta_2].
\]

If \( \omega \) satisfies the conditions

1. \( \omega(\delta_1) \delta_2(\omega(\delta_3)) = (-1)^{|\delta_1||\delta_2|}\omega(\delta_2)\delta_1(\omega(\delta_3)) \)
2. \( \omega(\delta_1)\omega(\delta_2, \delta_3) + (-1)^{|\delta_1|(|\delta_2|+|\delta_3|)}\omega(\delta_2)\omega([\delta_3, \delta_1]) + (-1)^{|\delta_3|(|\delta_1|+|\delta_2|)}\omega(\delta_3)\omega([\delta_1, \delta_2]) = 0 \)
3. \( \omega(\delta) = 0 \) for any \( \delta \in \text{Der}_1 \ A \)

then \( (18) \) is the graded triple Lie bracket and \( (\text{Der} \ A, [, , ]_{\omega}) \) is the 3-Lie superalgebra.

A proof of this theorem is similar to the proof of Theorem 2.1.

**Lemma 3.2.** Let \( A \) be a commutative superalgebra with involution *. Let \( \delta \) be an even degree derivation of \( A \). Define

\[
[u, v]_\delta = u \delta(v) - (-1)^{|u||v|}v \delta(u),
\]

\[
[u, v]_* = u^*v - (-1)^{|u||v|}v^*u,
\]

Then \([,], [,], [,]_*\) are the graded Lie brackets and \((A, [,], [,]_\delta), (A, [,], [,]_*)\) are the Lie superalgebras. Define

\[
[u, v]_{*,\delta} = u^* \delta(v) - (-1)^{|u||v|}v^* \delta(u),
\]

where \(u^* = u - u^*, v^* = v - v^*\). If \((\delta(u))^* = -\delta(u^*)\) then \( (21) \) is the graded Lie bracket and \((A, [,], [,]_{*,\delta})\) is the Lie superalgebra.

**Proof of Lemma 3.2.** All three brackets \([,],[,],[,]_*\) have the structure of graded commutators, hence we only need to prove they satisfy the graded Jacobi identity. In the case of graded commutators \([,],[,],[,]_*\) this can be done by straightforward computations. We will prove the graded Jacobi identity only for the graded commutator \([,],[,]_*\), because in this case there will be several additional relations. In order to simplify notations, we will omit the pair *, \(\delta\) in the notation of the graded commutator \([,],[,]_*\) and denote it simply by \([,]\) (this simplification will be used only until the end of proof). We have

\[
[w, [u, v]] = \sum_{i=1}^{6} w^i \delta(u^i) \delta(v) + \sum_{i=3}^{6} w^i u^i \delta(v^i) - (-1)^{|u||v|} w^i \delta(v^i) \delta(u) - (-1)^{|u||v|} w^i u^i \delta(v^i) \delta(u) - \sum_{i=5}^{6} (-1)^{|w||u|} w^i u^i \delta(v^i) \delta(w) + (-1)^{|u||w|} v^i \delta(u^i) \delta(w),
\]

where \(w^1 = w^2 = w^3 = 0\).
\[
[[w, u], v]] = (w^\dagger \delta(u)^\dagger \delta(v) - (1)^{|u||w|}(u^\dagger \delta(w)^\dagger \delta(v) - (1)^{|v||w|}v^\dagger \delta(w)^\dagger \delta(u) \\
- (1)^{|u||w|}v^\dagger w^\dagger \delta(u)^\dagger \delta(v) + (1)^{|u||w|}v^\dagger \delta(u)^\dagger \delta(w) + (1)^{|u||w|}v^\dagger w^\dagger \delta(w),
\]
(23)

\[
[u, [w, v]] = u^\dagger \delta(w^\dagger )^\dagger \delta(v) + u^\dagger w^\dagger \delta^2(v) - (1)^{|u||w|}u^\dagger \delta(v^\dagger )^\dagger \delta(w) - (1)^{|v||w|}u^\dagger v^\dagger \delta^2(w) \\
- (1)^{|u||w|}(w^\dagger \delta(v))^\dagger \delta(u) + (1)^{|u||w|}(v^\dagger \delta(w))^\dagger \delta(u),
\]
(24)

where the relation (22) is the left-hand side of the graded Jacobi identity and the sum of (23) with (24), multiplied by \((-1)^{|u||w|},\) is the right-hand side of graded Jacobi identity. In (22),(23),(24) we use the following notations
\[
(w, uw) = |w||u| + |w||v|, \quad (v, uw) = |v||u| + |v||w|, \\
(u, uw) = |u||v| + |u||w| + |v||w|.
\]
(25)

Making use of the definitions of \(\dagger, *\) operations and of the condition \((\delta(u))^* = -\delta(u^\ast)\), we obtain
\[
(w^\dagger \delta(u))^\dagger = ((w - w^*)\delta(u))^\dagger = (w - w^*)\delta(u) - ((w - w^*)\delta(u))^* = (w - w^*)\delta(u) - (w - w^*)\delta(u^\ast) = w^\dagger \delta(u^\ast).
\]
(26)

Thus the first term at the right-hand side of (23) can be written
\[
(w^\dagger \delta(u)^\dagger \delta(v) = w^\dagger \delta(u^\ast)\delta(v),
\]
and it is easy to see that it cancels with the first term at the right-hand side of (22). We can split the terms of graded Jacobi identity into pairs (this is shown in (22),(23),(24) by means of integers from 1 to 9) such that terms with the same integer label cancel each other. \(\square\)

Each element \(x\) of algebra with involution \(A\) can be written in the form \(x = x_1 + x_{-1}\), where \(x_1^* = x_1, \ x_{-1}^* = -x_{-1}\) and
\[
x_1 = \frac{1}{2}(x + x^*), \ x_{-1} = \frac{1}{2}(x - x^*).
\]
(27)

It is worth to mention that the components \(x_1, x_{-1}\) have the same degree as \(x\), i.e. \(|x_1| = |x_{-1}| = |x|\).

**Theorem 3.3.** Let \(A = A_0 \oplus A_1\) be a commutative superalgebra, \(\chi, \phi, \psi \in A^*\) be linear functions on \(A\). Define triple brackets
\[
[x, y, z]_* = \chi(x)[y, z]_* + (1)^{|x||y|+|z|}\chi(y)[z, x]_* + (1)^{|z||x|+|y|}\chi(z)[x, y]_*,
\]
(28)

\[
[x, y, z]_\delta = \phi(x)[y, z]_\delta + (1)^{|x||y|+|z|}\phi(y)[z, x]_\delta + (1)^{|z||x|+|y|}\phi(z)[x, y]_\delta,
\]
(29)

\[
[x, y, z]_s,\delta = \psi(x)[y, z]_s,\delta + (1)^{|x||y|+|z|}\psi(y)[z, x]_s,\delta + (1)^{|z||x|+|y|}\psi(z)[x, y]_s,\delta.
\]
(30)

If
1. \(\chi(x_1 y_{-1}) = (1)^{|x||y|}\chi(y_1 x_{-1})\) for \(\forall x, y \in A\) and \(\chi(u) = 0\) for \(\forall u \in A_1,\)
2. \(\phi(x_1 y_{\delta}) = 0\) for \(\forall x, y \in A\) and \(\phi(u) = 0\) for \(\forall u \in A_1,\)
3. \((\delta(x))^* = -\delta(u^\ast), \ \psi(x y_\delta) = \psi(x^\dagger \delta(y)) = (1)^{|x||y|}\psi(y)\delta(x)\) for \(\forall x, y \in A\) and \(\delta(u) = 0\) for \(\forall u \in A_1,\)

Then...
then (28),(29),(30) are graded triple Lie brackets and \((\mathcal{A},[,]_s),(\mathcal{A},[,]_d),(\mathcal{A},[,]_s,d)\) are 3-Lie superalgebras.

**Proof of Theorem 3.3.** We begin with the triple bracket (29). It is proved in Lemma 3.2 that the graded binary bracket \([,]_d\) gives the Lie superalgebra structure on a commutative superalgebra \(\mathcal{A}\). Next we see that the graded triple bracket (29) has the same structure as the graded triple bracket (5) and \(\phi\) satisfies the conditions 1,2 of Theorem 2.1. Hence it follows from Theorem 2.1 that (29) is the graded triple Lie bracket and \((\mathcal{A},[,]_d)\) is the 3-Lie superalgebra.

The graded binary Lie bracket (20), constructed with the help of involution, can be written in the form
\[
[x,y]_s = [x_1,y_1] - [x_{-1},y_{-1}] + 2(x_1 y_{-1} - (-1)^{|x||y|} y_1 x_{-1}),
\]
where \([x,y] = xy - (-1)^{|x||y|} yx\) is the graded commutator. The graded commutativity of algebra \(\mathcal{A}\) implies \([x_1,y_1] = 0, [x_{-1},y_{-1}] = 0\). Thus
\[
\chi([x,y]_s) = 2(\chi(x_1 y_{-1} - (-1)^{|x||y|} y_1 x_{-1})) = 0.
\]

Taking into account the assumption \(\chi(u) = 0, u \in \mathcal{A}\), we see that the conditions 1,2 of Theorem 2.1 are satisfied, consequently (28) is the graded triple Lie bracket and \((\mathcal{A},[,]_s)\) is the 3-Lie superalgebra.

The graded Lie bracket (21) can be put into the form
\[
[x,y]_{*,d} = [x,y]_d - (x^* \delta(y) - (-1)^{|x||y|} y^* \delta(x)).
\]
Thus
\[
\chi([x,y]_{*,d}) = \chi([x,y]_d) - \chi(x^* \delta(y) - (-1)^{|x||y|} y^* \delta(x)) = 0.
\]

Now from Theorem 2.1 and Lemma 3.2 it follows that (30) is the graded triple Lie bracket and \((\mathcal{A},[,]_{*,d})\) is the 3-Lie superalgebra.

4. Discussion

We would like to discuss the possibilities of realizing graded triple Lie brackets, constructed in Theorem 3.3, for the case of concrete commutative superalgebras. As it follows from Theorem 3.3, in order to construct the graded triple Lie brackets we need to find linear functions \(\chi,\phi,\psi\), which satisfy the conditions of Theorem 3.3. One of the conditions requires that every function should vanish on odd degree elements of superalgebra. For instance, we can consider the commutative superalgebra of functions on a superspace, constructed with the help of Grassmann algebra with involution. Then an even degree vector field on this superspace can be taken as an even degree derivation of superalgebra. In order to construct linear functionals \(\chi,\phi,\psi\) we can use the Berezin integral. Indeed it follows from the properties of Berezin integral that it vanishes on odd degree functions in the case of even number of generators of Grassmann algebra, but in the case of Grassmann algebra with involution we have even number of generators. Thus we can construct a linear functional by combining Berezin integral with a linear functional on even subalgebra of superalgebra of functions, which satisfies the conditions of Theorem 3.3.
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