The relevance of foreshocks in earthquake triggering: A statistical study
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Abstract

An increase of seismic activity is often observed before large earthquakes. Events responsible for this increase are usually named foreshock and their occurrence probably represents the most reliable precursory pattern. Many foreshocks statistical features can be interpreted in terms of the standard mainshock-to-aftershock triggering process and are recovered in the Epidemic Type Aftershock Sequence ETAS model. Here we present a statistical study of instrumental seismic catalogs from four different geographic regions. We focus on some common features of foreshocks in the four catalogs which cannot be reproduced by the ETAS model. In particular we find in instrumental catalogs a significantly larger number of foreshocks than the one predicted by the ETAS model. We show that this foreshock excess cannot be attributed to catalog incompleteness. We therefore propose a generalized formulation of the ETAS model, the ETAFS model, which explicitly includes foreshock occurrence. Statistical features of aftershocks and foreshocks in the ETAFS model are in very good agreement with instrumental results.

1 Introduction

The epidemic-type-aftershock sequence ETAS model Ogata [1985, 1988a, b, 1989] is nowadays considered “ a de facto standard model, or null hypotheses, for other models and ideas to be compared to” Huang et al. [2016] The model assumes that two classes of earthquakes exist: Independent background and triggered earthquakes. An epidemic organization of events arises under the assumption that each earthquake can trigger its own descendents leading to a branching organization. From a physical point of view, background seismicity can be thought as the effect of the slow tectonic drive whereas triggered earthquakes are induced by stress redistribution after previous shocks. In the ETAS model the occurrence rate of triggered events is obtained on the basis of well established empirical laws controlling the spatio-temporal clustering of aftershocks. As a consequence, by construction, the model is very efficient in reproducing statistical features of aftershock organization observed in experimental catalogs. At the same time, in the ETAS model an event can trigger also a larger shock. In this situation the triggering event is often named “foreshock” and the triggered earthquake, if it is the largest event in the sequence, is named “mainshock”.

In this study we adopt the standard definition of mainshocks as events sufficiently isolated in time and space from other larger events. Foreshocks (aftershocks) are then all events occurring close in space and in time before (after) the mainshock. We wish to stress that, within
the ETAS framework, this classification of events does not reflect different physical properties since, as anticipated, only two kinds (independent or triggered) earthquakes are assumed and, for instance, a mainshock can be either an independent or a triggered earthquake. On the other hand, according to a nucleation theory Ohnaka [1992, 1993]; Dodge et al. [1996], the nucleation phase can be characterized by the occurrence of smaller earthquakes inside the region involved in the fracture process of the subsequent incoming larger shock. This pre-shock seismicity is not implemented in the ETAS model and the main question addressed in this study is if its inclusion, within the ETAS modeling, gives a more accurate description of of foreshock organization in instrumental catalogs. In the last five years several studies have shown a lack of foreshocks in ETAS with respect to instrumental catalogs Brodsky [2011]; Lippiello et al. [2012c]; Shearer [2012a, b]; Hainzl [2013]; Shearer [2013]; Bouchon et al. [2013]; Mignan [2014]; Chen and Shearer [2013]; Brodsky and Lay [2014]; Ogata and Katsura [2014]; Felzer et al. [2015]; Bouchon and Marsan [2015]; de Arcangelis et al. [2016]; Lippiello et al. [2017]. Nevertheless, the deficit of foreshocks in ETAS catalogs has been attributed, at least partially, to the deficit of aftershocks in instrumental catalogs caused by spurious incompleteness. This point will be discussed in the following sections where we provide evidence that it cannot justify the excess of foreshocks in instrumental data sets.

2 Data sets and definitions

We perform a systematic analysis of four different instrumental catalogs: The relocated Southern California earthquake catalog (RSCEC) Hauksson et al. [2012] (from 01/01/1981 to 12/31/2013), the relocated Northern California earthquake catalog (RNCEC) Waldhauser and Schaff [2008] (from 01/01/1981 to 06/30/2011), the Italian earthquake catalog (ItEC) ISI [from 01/01/2002 to 12/31/2012] and the Japanese earthquake catalog (JaEC) NIE [from 01/01/1966 to 01/30/2011]. We use the same definition of mainshock, aftershocks and foreshocks adopted in Lippiello et al. [2017]. More precisely, we define an event as “mainshock” if a larger earthquake does not occur in the previous $y$ days and within a distance $L$. In addition a larger earthquake must not occur in the selected area in the following $y_2$ days. We then associate to each mainshock its own “aftershocks” and “foreshocks” defined as all earthquakes recorded in the subsequent or in the preceding time interval $T = 12$ h, respectively, and within a circle of radius $R \leq R_M$ centered in the mainshock epicenter. We use different $R_M$ for different catalogs: $R_M = 2$ km for RSCEC and RNCEC, $R_M = 5$ km for ItEC and $R_M = 10$ km for JaEC.
Once mainshocks are identified, they are grouped in classes according to their magnitude \( m \in [m_M, m_M+1) \) and, for each catalog, we evaluate the total number of mainshocks belonging to the given class \( n_{\text{main}}(m_M) \), the total number of associated aftershocks \( n_{\text{aft}}(m_M) \) and foreshocks \( n_{\text{foe}}(m_M) \). We also evaluate the epicentral distance \( \Delta r \) between each main-aftershock and main-foreshock couple and construct the aftershock and foreshock epicentral distance distributions, \( \rho_a(\Delta r, m_M) \) and \( \rho_f(\Delta r, m_M) \). Their precise definition is given in Sec.4.1.

The choice of parameters has been deeply investigated in previous studies [Felzer and Brodsky, 2006; Lippiello et al., 2009a, 2012c, 2017] and here we implement typical values, \( L = 100 \text{ km} \), \( y = 3 \) and \( y_2 = 0.5 \). The value of \( R_M \) is fixed imposing that, for each instrumental catalog, different choices of \( T \leq 12 \text{ h} \) produces similar results \( \rho_a(\Delta r, m_M) \) when \( \Delta r < R_M \). This leads to \( R_M = 2, 2, 5, 10 \text{ km} \), for RSCEC, NSCEC; ItEC and JMAC, respectively.

### 2.1 The ETAS model

The ETAS model is specified by the conditional intensity function, which represents the expected seismicity rate in a given space position conditioned to a given observational history. The conditional intensity function \( \Lambda(m, \vec{x}, t) \), which represents the occurrence probability of events with magnitude \( m \geq m_c \) in the position \( \vec{x} \) at time \( t \), can be written in the following form:

\[
\Lambda(m, \vec{r}, t) = [\mu w(\vec{r}) + Q (|\vec{r}_i - \vec{r}|, t - t_i, m_i)] \cdot \frac{1}{b \log(10)} 10^{-b(m - m_c)} \tag{1}
\]

and

\[
Q(\Delta r_i, t - t_i, m_i) = \frac{A(p - 1)}{c} \sum_{i: t_i < t} 10^{\alpha(m_i - m_c)} \left( 1 + \frac{t - t_i}{c} \right)^{-p} G(\Delta r_i, m_i) \tag{2}
\]

where \( \Delta r_i = |\vec{r}_i - \vec{r}| \) and the sum extends over all events with magnitude \( m_i \), epicentral coordinates \( \vec{x}_i \) and occurrence time \( t_i < t \). The function \( G(\Delta r_i, m_i) \) is a spatial kernel which explicitly depends on the triggering magnitude \( m_i \) and \( \mu w(\vec{x}) \) is a time independent contribution due to background seismicity. The form of the spatio-temporal kernel (Eq.2) implements three well established laws for aftershock triggering:

- **A1**: The number of aftershocks \( n_a \) depends on the mainshock magnitude class, according to the productivity law \( n_a = K_a 10^{\alpha m_M} \);
- **A2**: The aftershock number decays as function of the time from the mainshock, consistently with the Omori law \( n_a(\Delta t) \sim \Delta t^{-p} \) with \( p \approx 0.8 \);
• A3: The linear density distribution of epicentral distances between mainshock and aftershocks ($\Delta r$) clearly depends on the mainshock magnitude class $m_M$ with the average distance $L(m_M) \propto 10^{\gamma m_M}$ with $\gamma \simeq 0.4$.

In the following we present results from numerical simulations of the ETAS model performed according to the algorithm discussed in ref. Lippiello et al. [2012c, 2017]; de Arcangelis et al. [2016, 2018]. In particular, the spatial function $w(\vec{x})$ is obtained from the smoothed seismicity whereas the functional form of $G(\Delta r_i, m_i)$ is tuned in order to collapse the aftershock epicentral distribution on the instrumental one, for all values of $m_M$.

### 3 Results

#### 3.1 Previous Results

The statistical features of foreshocks in instrumental catalogs has been recently investigated in ref. Lippiello et al. [2017]. This study has shown that foreshocks follow empirical laws like (A1-A3) of aftershocks but with important differences. More precisely:

• F1: The number of foreshocks $n_f$ depends on the mainshock magnitude class according to a productivity law $n_f = K_f 10^{\alpha_f m_M}$;

• F1b: The number of foreshocks is systematically smaller than the aftershock number and $\alpha_f \simeq 0.7\alpha_a$;

• F2: The foreshock number increases approaching the mainshock occurrence time, consistently with an inverse Omori law $n_f(\Delta t) \sim |\Delta t|^{-p}$ with $p \simeq 0.8$;

• F3: The linear density distribution of epicentral distances fore-mainshock $\rho_f(\Delta r, m_M)$ depends on the mainshock magnitude class with a roughly symmetrical behavior between spatial distribution before and after the mainshocks $\rho_f(\Delta r, m_M) \simeq \rho_a(\Delta r, m_M)$;

• F3b: The foreshock linear density distribution $\rho_f(\Delta r, m_M)$ does not depend on the value of the lower magnitude cut-off $m_{th}$.

The comparison between instrumental and ETAS catalogs has shown (Lippiello et al. [2017]) that it is possible to generate ETAS catalogs which reproduce at quantitative level the statistical features (A1-A3) of instrumental aftershocks. At the same time ETAS catalogs can reproduce foreshock features F1 and F2. Conversely it is not possible to generate ETAS catalogs with foreshocks obeying features F3 and F3b. Furthermore, ETAS catalogs always present a deficit of foreshocks with respect to instrumental catalogs. In the following section we will better stress these differences between instrumental and ETAS catalogs.
3.2 The aftershock and foreshock number

In Fig. 1 we plot the ratio between aftershock and mainshock number \( n_{aft}(m_M)/n_{main}(m_M) \) for different mainshock classes \( m_M \) and for the different instrumental catalogs. We also plot the ratio between foreshock and mainshock number \( n_{fore}(m_M)/n_{main}(m_M) \). We only consider events with magnitude \( m > m_{th} = 2 \). The lower threshold \( m_{th} \) must not be confused with \( m_c \) in Eq. (2). Indeed, \( m_c \) is a fixed parameter of the ETAS model and synthetic catalogs contain only events with \( m \geq m_c \). The lower magnitude \( m_{th} \), conversely, is a parameter implemented in the data analysis and it can be arbitrarily varied with \( m_{th} \geq m_c \).

Results in Fig. 1 show that the aftershock number is systematically larger than the foreshock number and this difference increases for increasing \( m_M \). The aftershock number is consistent with the Utsu-productivity law (A1)

\[
n_{aft}(m_M)/n_{main}(m_M) = K_a 10^{\alpha m_M}
\]  

(3)

and a similar law is also observed for foreshocks \( n_{fore}(m_M)/n_{main}(m_M) = K_f 10^{\alpha_f m_M} \) (F1).

In Fig. 1 we compare results for \( n_{aft}(m_M)/n_{main}(m_M) \) and \( n_{fore}(m_M)/n_{main}(m_M) \) for the RSCEC with the results obtained applying the same definition of aftershocks, mainshocks and foreshocks to simulated ETAS catalogs. The values of both \( n_{aft}(m_M)/n_{main}(m_M) \) and \( n_{fore}(m_M)/n_{main}(m_M) \) depend on the parameters \( A, p, c, \alpha \) (Eq. (2) of the numerical model. In particular, in first approximation the value of \( n_{aft}(m_M)/n_{main}(m_M) \) is given by

\[
n_{aft}(m_M) \approx \bar{\mu}(R_M)T + n_{main}(m_M)B_R 10^{\alpha (m_M - m_c)} \left(1 - \frac{T}{c + 1} \right)^{-p} H(R_m).
\]

(4)

In this equation \( \bar{\mu}(R_M) \) is the average background rate inside a circle of radius \( R_M \), \( n_{main}(m)dm \) represents the number of mainshocks in the range \([m, m + dm]\), \( B_R = \frac{A}{\log(10)(b - \alpha_f)} \) is the branching ratio, i.e. the average number of events triggered by any earthquake, and \( H(R_m) = \int_0^{R_m} d\Delta r G(\Delta r, m_M) \). Neglecting the background contribution, Eq. (4) indicates that the ETAS model can reproduce the experimental result Eq. (3) with \( \alpha_f = \alpha \). In numerical simulations we have explored a wide range of ETAS parameters \( A, p, c, \alpha \) and verified that there exists a set of parameters leading to ETAS catalogs with the same behavior of \( n_{aft}(m_M)/n_{main}(m_M) \) of the instrumental ones. In all cases the agreement between ETAS and instrumental catalogs is always recovered for values of \( \alpha \geq \alpha_f \). We wish to stress the difference between \( \alpha \) and \( \alpha_f \): \( \alpha \) is the model parameter which controls the productivity law in numerical simulations whereas \( \alpha_f \) is the value obtained applying our definition of mainshock and aftershock to ETAS
catalogs and then performing a fit according to Eq.(3). The small discrepancies between \( \alpha \) and \( \alpha_f \) can be attributed to the background contribution which weakly affects data at small \( m_M \) whereas it can be neglected for increasing \( m_M \).

A central observation is that all choices of parameters producing agreement in \( \frac{n_{af}(m_M)}{n_{main}(m_M)} \) between ETAS and instrumental catalogs give a value of \( \frac{n_{fore}(m_M)}{n_{main}(m_M)} \) in ETAS catalogs systematically smaller than the instrumental value. It is difficult to obtain a simple approximated expression for the foreshock number as function of \( m_M \) as in Eq.(4). However, it is reasonable to expect that the ratio \( \frac{n_{af}(m_M)}{n_{fore}(m_M)} \) weakly depends on model parameters. This is supported by numerical simulations where we fix \( \alpha \) in order to have the same value of \( \alpha_f \) in ETAS catalogs. Results plotted in Fig.(2) show that different choices of \( B, p, c \) lead to similar results for \( \frac{n_{af}(m_M)}{n_{fore}(m_M)} \), significantly larger than the experimental value for any \( m_M \).

4 Catalog incompleteness and the ETASI2 model

As anticipated in the introduction, the incompleteness of instrumental data sets can be responsible for the observed differences with ETAS catalogs. Indeed, because of the overlap of seismic coda waves, many aftershocks are not recorded in particular in the first temporal periods after large shocks [Kagan, 2004; Helmstetter et al., 2006; Enescu et al., 2007; Peng et al., 2007; Peng and Zhao, 2009; Omi and Aihara, 2013; Lippiello et al., 2016; Hainzl, 2016a, b; de Arcangelis et al., 2018]. The direct inspection of seismic signals [Lippiello et al., 2016; de Arcangelis et al., 2018] has shown that, at a temporal distance \( \tau \) after an event of magnitude \( m_0 \), there exists a lower magnitude level \( m_x(\tau, m_0) \) such that it is impossible to detect events with \( m \leq m_x(\tau, m_0) \). Results indicate a logarithmic decay of \( m_x(\tau, m_0) \) in time

\[
m_x(\tau, m_0) = m_0 - \phi \log(\tau) - \Delta m
\]

with \( \phi \approx 1 \) and \( \Delta m \approx 1 \), if \( \tau \) is measured in seconds. Accordingly earthquakes can be hidden by larger events occurring before them at small temporal distances. As a consequence incompleteness affects more strongly the aftershock than the foreshock number and could provide an explanation for the larger value of \( \frac{n_{fore}(m_M)}{n_{af}(m_M)} \) in instrumental catalogs.

In the following we take explicitly into account the aftershock incompleteness adopting the same procedure developed in ref.de Arcangelis et al., 2018 to reproduce both the non-trivial dependence of the \( c \)-value in the OU law on the mainshock magnitude [Shcherbakov et al., 2005; Lippiello et al., 2007a; Bottiglieri et al., 2009a, b, 2010, 2011; Lippiello et al., 2012a; David-
sen and Baiesi [2016], as well as the non trivial magnitude correlations between subsequent
earthquakes Lippiello et al. [2007b, 2008, 2009b, a]; Sarlis et al. [2010a, b]; Sarlis [2011]; Lip-
piello et al. [2012b, 2013]. The model, defined as ETASI2 model, implements aftershock in-
completeness by multiplying the occurrence rate \( Q(\Delta r, t - t_i, m_\iota) \) in Eq.(2) by a detection
rate function of the magnitude \( \Phi(m|q, \sigma) \) represented by the cumulative distribution function
of the normal distribution. The function \( \Phi(m|q, \sigma) \) depends on two parameters \( q \) and \( \sigma \) rep-
resenting, respectively, the magnitude with a 50\% detection rate and a partially detected mag-
nitude range. In other words, \( \Phi(q|q, \sigma) = 0.5 \) whereas \( \Phi(m|q, \sigma) \approx 0 \) when \( m < q - \sigma \)
and \( \Phi(m|q, \sigma) \approx 1 \) when \( m > q - \sigma \). In the ETASI2 model the \( q \) parameter depends on
time according to Eq.(5), \( q = m_x(\tau, m_\iota) \).

We have performed extended numerical simulations of the ETASI2 model exploring a
wide range of model parameters and evaluated \( n_{aft}(m_M) \) and \( n_{fore}(m_M) \). Restricting to pa-
rameters with \( n_{aft}(m_M)/n_{main}(m_M) \) in agreement with the instrumental RSCEC catalog,
we find (Fig.(2)) that, as expected, the incompleteness increases the value of \( n_{fore}(m_M)/n_{aft}(m_M) \)
which, however, still remains systematically smaller than the value found in instrumental cat-
als. For fixed \( \phi \) and \( \Delta m \) in Eq.(5), the ratio \( n_{fore}(m_M)/n_{aft}(m_M) \) does not strongly de-
pend on different choices of \( \sigma \), as well as on different values of \( A, p, c \) and is always signif-
icant smaller than the numerical one. We also find that \( n_{fore}(m_M)/n_{aft}(m_M) \) slightly in-
creases for decreasing \( \Delta m \) and becomes approximately \( \Delta m \) independent for \( \Delta m \ll 0 \). How-
ever, also in this case the value \( n_{fore}(m_M)/n_{aft}(m_M) \) is significantly smaller than the one
measured in the instrumental catalogs. The origin of this discrepancy is that incompleteness
also affects the foreshock number. Indeed, considering a mainshock of magnitude \( m_2 \) triggered
by an event (a foreshock) with magnitude \( m_1 < m_2 \), incompleteness does not only affect
the identification of both \( m_1 \) and \( m_2 \) but it can hide foreshocks with magnitude \( m < m_1 \)
occurring between them. Therefore, if the parameters are tuned in order to produce a higher
aftershock incompleteness this also reduces the foreshock number and the experimental result
is never recovered. In Fig.1 we plot for each instrumental catalog the results of the ETASI2
model setting the model parameters in order to achieve the best agreement for \( n_{aft}(m_M)/n_{main}(m_M) \)
and minimizing the discrepancy for \( n_{fore}(m_M)/n_{main}(m_M) \). Results are obtained assum-
ing \( \phi = 0.75 \) and \( \Delta m = 0.8 \) for all catalogs, and keeping \( \sigma = 0.3 \). Furthermore we use
\( p = 1.2 \) and \( c = 0.01 \) sec. The values of \( A \) and \( \alpha \) producing the best agreement are listed
in the caption of Fig.1.
4.1 Aftershock and Foreshock spatial distribution

In the previous section we have shown that incompleteness can only partially explain the deficit of foreshocks in ETAS catalogs. As discussed in Sec.3.1 an important difference, which has been observed in previous studies concerns the feature F2. This implies that even if the aftershock and foreshock number are different, their linear density distribution are similar $\rho_a(\Delta r, m_M) \approx \rho_f(\Delta r, m_M)$ for different values of $m_M$.

In this study we focus on the aftershock and foreshock average epicentral distance $\zeta_a(\Delta r, m_M)$ and $\zeta_f(\Delta r, m_M)$ defined as $\zeta_a(\Delta r, m_M) \equiv \frac{1}{\Delta M} \int_0^{\Delta r} dx \rho_a(r, m_M)$ and $\zeta_f(\Delta r, m_M) \equiv \frac{1}{\Delta r} \int_0^{\Delta r} dr \rho_f(r, m_M)$. Here $\rho_a(\Delta r, m_M)$ is the aftershock linear density distribution defined as the number of aftershocks with epicentral distance from the mainshock in the interval $[\Delta r, 2\Delta r)$, divided by $0.2\Delta r$ and by the total number of aftershocks in the interval $[0, R]$. A similar definition applies to the foreshock linear density $\rho_f(\Delta r, m_M)$.

In Fig.(3) we plot $\zeta_a(\Delta r, m_M)$ and $\zeta_f(\Delta r, m_M)$ for different catalogs. It is evident that, for all catalogs, data corresponding to different $m_M$ are well separated and in all cases $\zeta_a(\Delta r, m_M) \approx \zeta_f(\Delta r, m_M)$. The latter result is a direct consequence of the similarity $\rho_a(\Delta r, m_M) \approx \rho_f(\Delta r, m_M)$ (F2) which cannot be reproduced by the ETAS model. Indeed, neglecting the contribution of background seismicity, we indicate by $p_a(m|m_0)$ the probability that an event with magnitude $m_0$ triggers a smaller earthquake ($m < m_0$) inside a temporal window $T$. The aftershock epicentral distribution is approximately given by $p_a(\Delta r, m_0) \simeq p_a(m|m_0)G(\Delta r, m_0)$. Considering triggering events in the range $[m_M, m_M + dM]$ we therefore obtain

$$\rho_a(\Delta r, m_M) \approx \frac{\int_{m_M}^{m_M+dM} dm_0 \int_{m_{th}}^{m_0} dm G(\Delta r, m_0)p_a(m|m_0)}{\int_{m_M}^{m_M+dM} dm_0 \int_{m_{th}}^{m_0} dm p_a(m|m_0)}. \tag{6}$$

At the same time we indicate with $p_f(m|m_0)$ the probability that an event with magnitude $m$ triggers a larger earthquake ($m < m_0$) inside a temporal window $T$. In this case, the foreshock epicentral distance is approximately given by $p_f(\Delta r, m_0) \approx p_f(m|m_0)G(\Delta r, m)$ and considering triggered events in the range $[m_M, m_M + dM]$ we find

$$\rho_f(\Delta r, m_M) \approx \frac{\int_{m_M}^{m_M+dM} dm_0 \int_{m_{th}}^{m_0} dm G(\Delta r, m)p_f(m|m_0)}{\int_{m_M}^{m_M+dM} dm_0 \int_{m_{th}}^{m_0} dm p_f(m|m_0)}. \tag{7}$$

We wish to stress the fundamental difference between Eq. (6) and Eq. (7). In Eq. (6) the spatial distance is controlled by the kernel $G(\Delta r, m_0)$ which depends on $m_0 \in [m_M, m_M + dM)$ and if $dM \to 0$ $\rho_a(\Delta r, m_M) \simeq G(\Delta r, m_M)$. Conversely, in Eq. (7) the spatial kernel is $G(\Delta r, m)$ with $m$ ranging in $m \in [m_{th}, m_M]$. In this case if $dM \to 0$, since $p_f(m|m_0)$ is an exponential decreasing function of $m$, the integral in Eq. (7) is mainly controlled by the
contribution from \( m \approx m_{th} \) which leads to \( \rho_f(\Delta r, m_M) \approx G(\Delta r, m_{th}) \). As a consequence, in the ETAS model, we expect that \( \rho_f(\Delta r, m_M) \) only weakly depends on \( m_M \) differently from \( \rho_a \) and strongly depends on \( m_{th} \). The comparison between Eq.s(6,7) therefore shows that, independently of the value of the model parameters, the condition \( \rho_a(\Delta r, m_M) \approx \rho_f(\Delta r, m_M) \) can never be observed. This is confirmed by the results of numerical simulations (Fig.(4)) which show that, even if one can generate ETAS catalogs with \( \zeta_a(\Delta r, m_M) \) in good agreement with instrumental catalogs (Fig.(4)a), significant differences are observed between the numeric and the experimental \( \zeta_f(\Delta r, m_M) \) (Fig.(4)b). This difference becomes more pronounced for increasing \( m_M \) and can simply attributed to the nature of foreshocks in the ETAS model which are typical events that have triggered a larger shock.

We finally stress that the observed difference in \( \zeta_f(\Delta r, m_M) \) between instrumental and ETAS catalogs cannot be related to catalog incompleteness. Indeed, incompleteness typically affects the number of aftershocks and foreshocks but not their spatial distribution. We have explicitly verified this point by means of numerical simulations evidencing that the dependence on \( \Delta r \) and \( m_M \) of \( \zeta_a(\Delta r, m_M) \) and \( \zeta_f(\Delta r, m_M) \) is substantially indistinguishable for the ETAS and the ETASI2 model (not shown).

5 The ETAFS model

According to the nucleation theory [Ohnaka, 1992, 1993; Dodge et al., 1996] one expects a concentration of seismicity inside the nucleation zone during the preparatory phase. This kind of seismic activity is not considered in the ETAS model and can justify the excess of foreshocks observed in instrumental catalogs (Fig.(2)). Furthermore, since the size of the nucleation zone scales with the magnitude of the incoming mainshock[Ohnaka, 1992; Dodge et al., 1996], the pre-seismic activity can also explain the result \( \zeta_a(\Delta r, m_M) \approx \zeta_f(\Delta r, m_M) \) (Fig.(3)). We then propose a novel model, the Epidemic Type Aftershocks and Foreshock Sequence (ETAFS) model, which implements together with the standard aftershock triggering also additional earthquakes corresponding to the foreshocks expected according to a nucleation scenario. In the ETAFS model each earthquake can trigger its own aftershocks with a probability \( Q \) (Eq.(2)) as in the ETAS model. The new ingredient is that each earthquake can be also anticipated by a number of foreshocks according to a probability

\[
Q_f(\Delta r, t - t_i, m_i) = \frac{B(p - 1)}{c^p} \sum_{i,t_i < t} 10^{\alpha'(m_i - m_c)} \left( 1 + \frac{t - t_i}{c} \right)^{-p} G_f(\Delta r_i, m_i). \tag{8}
\]
Table 1.  Best parameters of the ETAFS model

<table>
<thead>
<tr>
<th>Catalog</th>
<th>A</th>
<th>α</th>
<th>B</th>
<th>α_f</th>
<th>μ s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSCEC</td>
<td>0.084</td>
<td>0.9</td>
<td>0.050</td>
<td>0.54</td>
<td>5.84E-4</td>
</tr>
<tr>
<td>RNCEC</td>
<td>0.082</td>
<td>0.88</td>
<td>0.033</td>
<td>0.59</td>
<td>4.98E-4</td>
</tr>
<tr>
<td>ItEC</td>
<td>0.086</td>
<td>0.88</td>
<td>0.052</td>
<td>0.60</td>
<td>5.21E-4</td>
</tr>
<tr>
<td>JapEC</td>
<td>0.234</td>
<td>0.6</td>
<td>0.160</td>
<td>0.36</td>
<td>5.92E-3</td>
</tr>
</tbody>
</table>

Because of the experimental result $\rho_a(\Delta r, m_M) \simeq \rho_f(\Delta r, m_M)$ we set $G_f(\Delta r_i, m_i) = G(\Delta r_i, m_i)$ in Eq.(2). We have also implemented an inverse-Omori law with the same $p$ as for aftershock occurrence, to reduce the number of model parameters. There is no physical justification for it and we expect that similar results can be recovered with other functional forms of temporal clustering. We fix $c = 100$ s and chose the parameters $B, c', \alpha'$, for each instrumental catalog, in order to reproduce the value $n_{fore}(m_M)/n_{main}(m_M)$, for different $m_M$ (see Tab. 1).

We also take explicitly into account aftershock incompleteness, implemented as in the ETASI2 model, and finally generate synthetic catalogs with the same number of $n_{aft}(m_M)/n_{main}(m_M)$ and $n_{fore}(m_M)/n_{main}(m_M)$ of instrumental ones. Fig.2 shows that for all values of $m_M$ ETASI2 catalogs contains the same number of both aftershocks and foreshocks of instrumental data sets. In (Fig.4) we compare the average fore-mainshock distance $\zeta_f(\Delta r, m_M)$ between the ETAFS and the RSCEC catalog. Results show good agreement for all values of $m_M$.

6 Conclusions

In conclusions, we have discussed the differences between statistical features of foreshocks in ETAS and instrumental catalogs. We have then introduced the novel ETAFS model which explicitly implements foreshocks in the ETAS model and is able to reproduce the entire ensemble of experimental observations. All properties investigated in this study are obtained by means of a stacking procedure. An interesting point is the behavior expected according to the ETAFS model for the seismic activity before a single large shock. The best-fit parameters of the ETAFS model (Tab.1) indicate a small coefficient $\alpha_f \simeq 1.1$ in the foreshock productivity law and accordingly the number of foreshock remains relatively small also before large $m_M$. As an example, we expect on average less than 8 ($m \geq 2$) foreshocks the
day before a magnitude $m = 7$ mainshock, within a radius of 10 km. This small number implies that, for a single mainshock, foreshock activity can at most appear in the form of isolated bursts not leading to an evident systematic increase of the seismic rate. This is consistent with experimental observations, where the inverse Omori-law is obtained only after a stacking procedure and rarely observed inside isolated sequences [Papadopoulos et al., 2010; Daskalaki et al., 2016].

The agreement with experimental data suggests that the ETAFS model can contribute to a significant improvement of pre-seismic forecasting. A rigorous validation of this point, however, needs to be tested in prospective tests. Unfortunately, a main limitation of the model is that it is not immediately suitable to be implemented in this kind of analysis. Indeed, in order to forecast the occurrence of an earthquake, according to the ETAFS model it is necessary to distinguish foreshock from normal earthquake triggering. An attempt in this direction ([Lippiello et al., 2012c]) multiplies the ETAS occurrence probability by an ad-hoc function, giving different weights to aftershock and foreshock clustering. This produces significant gain in the retrospective forecasting of $m > 6$ earthquakes. The nature of foreshocks implemented in the ETAFS model is consistent with this approach promoting further studies on the relevance of foreshocks in seismic forecasting.
Figure 1. (Color online) The ratio $n_{aft}(m_M)/n_{main}(m_M)$ and $n_{fore}(m_M)/n_{main}(m_M)$ in instrumental and synthetic catalogs. Different panels correspond to different instrumental catalogs. We use open symbols for $n_{aft}(m_M)/n_{main}(m_M)$ and filled symbols for $n_{fore}(m_M)/n_{main}(m_M)$. Results from the instrumental data sets are indicated with black circles. Green triangles are results for the ETASI2 model and red squares for the ETAFS model. The error bars (of the same size of symbols) in numerical catalogs represent the standard deviation from 100 realization of synthetic catalogs. The best parameter of the ETAFS model are listed in Tab.1 whereas for the ETASI2 model the best agreement is obtained with $A = 0.084$, $\alpha = 0.9$ and $\mu = 5.8510^{-4}\, s^{-1}$ for RSCEC, $A = 0.082$, $\alpha = 0.88$ and $\mu = 4.9810^{-4}\, s^{-1}$ for RNCEC, $A = 0.082$, $\alpha = 0.88$ and $\mu = 5.2110^{-4}\, s^{-1}$ for ItEC and $A = 0.26$, $\alpha = 0.60$ and $\mu = 5.9210^{-3}\, s^{-1}$ for JapEC.
Figure 2. (Color online) The ratio $n_{\text{fore}}(m_M)/n_{\text{aft}}(m_M)$ in the RSCEC catalog (blue stars) is compared with the value obtained in synthetic ETAS and ETASI2 and ETAFS catalog. The black open symbols are results for the ETAS model for different choices of the parameters $A \in [0.05, 0.12], p \in [1.1, 1.25]$ and $c \in [0.001, 0.1]$. The red filled symbols are results for the ETASI2 model implementing Eq.(5) with $\phi = 0.75$ and $\Delta m = 0.8$ and for different choices of the parameters $A \in [0.05, 0.12], p \in [1.1, 1.25]$ and $c \in [0.001, 0.1]$. Green symbols correspond to $A = 0.084, c = 0.01$ and $p = 1.2$ used in Fig.1 for the RSCEC catalog and considering different values of $\phi, \Delta m$ and $\sigma$. The filled magenta up triangles are results of the ETAFS model with the best set of parameters listed in Tab.1.
Figure 3. (Color online) The average distance $\zeta_a(\Delta r, m_M)$ of aftershocks (open symbols) and of fore- 
shocks $\zeta_f(\Delta r, m_M)$ (filled symbols) is plotted as function of $\Delta r$ for the different catalogs. Different main- 
shock magnitude classes are plotted with different colors and symbols.
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