Improving the Accuracy of Open Source Digital Elevation Models with Multi-scale Fusion and Slope Position-Based Linear Regression Method
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Abstract: Digital Elevation Models (DEMs) are widely used in geographic and environmental studies. In the current work, the fusion of multi-source DEMs is investigated to improve the overall accuracy of public domain DEMs. Multi-scale decomposition is an important analytical method in data fusion. Three multi-scale decomposition methods - the wavelet transform (WT), bidimensional empirical mode decomposition (BEMD) and nonlinear adaptive multi-scale decomposition (N-AMD) - are applied to the 1-arc-second Shuttle Radar Topography Mission Global digital elevation model (SRTM-1 DEM) and the Advanced Land Observing Satellite World 3D – 30 m digital surface model (AW3D30 DSM) in China. Of these, the WT and BEMD are popular image fusion methods. A new approach for DEM fusion is developed using N-AMD (which is originally invented to remove the cycle from sunspots). Subsequently, a window-based rule is proposed for the fusion of corresponding frequency components obtained by these methods. Quantitative results show that N-AMD is more suitable for multi-scale fusion of multi-source DEMs, taking the Ice Cloud and Land Elevation Satellite (ICESat) global land surface altimetry data as a reference. The vertical accuracy of the fused DEM shows significant improvements of 29.6% and 19.3% in a mountainous region and 27.4% and 15.5% in a low-relief region, compared to the SRTM-1 and AW3D30 respectively. Furthermore, a slope position-based linear regression method is developed to calibrate the fused DEM for different slope position classes, by investigating the distribution of the fused DEM error with topography. The results indicate that the accuracy of the DEM calibrated by this method is improved by 16% and 13.6%, compared to the fused DEM in the mountainous region and low-relief region respectively, proving that it is a practical and simple means of further increasing the accuracy of the fused DEM.
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1. Introduction

DEMs are the fundamental tools of geo-analysis, and also the essential input variables for many models. They have been widely used in science and engineering fields such as water resource management [1-3], agriculture [4,5], and ecology [6-8]. DEMs can be obtained by field measurement and remote sensing techniques. While the accuracy of the field measurement method is quite high, it is also time consuming and costly, especially in hard-to-reach areas [9,10]. Remote sensing has become the primary means of obtaining DEMs due to its near ideal characteristics in terms of coverage, and spatial and temporal resolution [11].
Owing to their high resolution (1 arc-second) and free access to download, the two most widely used quasi-global digital elevation models produced by remote sensing technology are the SRTM-1 DEM and the ASTER GDEM v2 [12]. The ASTER GDEM v2 is produced by optical stereoscopy [13], while the SRTM-1 DEM is based on the interferometric synthetic aperture radar technique, called InSAR [14]. They are widely applied in various fields because of their availability rather than their accuracy [15]. With the development of modern imaging technology, new DEM products have been produced and released in recent years, such as the AW3D30 DSM [16,17], which also uses optical stereoscopy (with a resolution of 1 arc-second). It is the most accurate of the open source DEMs according to accuracy assessments, so it can be regarded as an alternative to the ASTER GDEM v2 [16,18]. Unfortunately, all DEMs contain errors owing to the methods of collection and processing of the images that are used to produce them [19]. Their accuracy can lead to problems that are experienced in local and regional analyses [20]. Meanwhile, the growing need to monitor changes in the surface of the Earth requires a high-quality, accessible DEM dataset, whose development has become a challenge in the field of Earth-related research [21]. In this regard, it is also helpful to analyze and improve the accuracy of existing open source DEMs.

There has been much research into improving the accuracy of open source DEMs. Some studies have aimed to improve the accuracy of the DEM by filling voids and removing the vegetation canopy [22–24]. The research objects of these studies were single-source DEMs, and the inherent errors of the DEMs (depending on the method of data acquisition) cannot be eliminated. Interferometric synthetic aperture radar technique has the advantages of strong penetration ability and weak weather influence, but there remain problems with radar shadow, specular reflection and phase unwrapping. For the SRTM-1 DEM, this can lead to errors when the relief amplitude and surface roughness change abruptly (such as at peaks, cliffs, etc.). Since the ASTER GDEM v2 and AW3D30 are obtained by optical sensors, the data accuracies are affected by weather conditions such as cloud cover, mist occlusion, and so on [25]. The complementary error behaviors of optical stereoscopy and InSAR provide the possibility for DEM fusion [25]. Therefore, the integration of the SRTM-1 DEM with the ASTER GDEM v2 or AW3D30 using data fusion can achieve this advantageous behavior and improve the accuracy of original DEMs.

Currently, DEM fusion is based mainly on weighted average method. Schultz et al. [26] implemented the fusion of multi-temporal DEMs, obtained by optical stereoscopy in the same region, using self-consistency. Honikel [27] described the process of DEM fusion by weighting the values of two DEMs according to the estimation error, utilizing the advantages of InSAR and optical stereoscopy. Schindler [28] improved the precision of large scale DEM data by weighted fusion, and pointed out the importance of weight to the fusion result. These studies looked at the DEM data as a whole and used weighted averages to improve the accuracy of the fused DEM, ignoring the different characteristics of the DEM data in various frequency domain scales. In other studies, the original DEMs were transformed into the frequency domain, then high-pass and low-pass filters were used to fuse it, which achieved good results [29,30]. Nevertheless, details and texture information might be lost in the filtering process, which affects the ability of the DEM to describe micro-topography.

In most of the reported studies, DEM fusion was based on SRTM and ASTER. Further research is necessary to examine and apply DEM fusion techniques to newly-released datasets such as the SRTM-1 and AW3D30. Besides, Honikel [31] suggested that the errors of the stereo optical DEMs and interferometric DEMs were shown in different frequency domains. Coincidentally, multi-scale analysis methods (e.g. the popular WT and BEMD) can decompose DEMs into different frequency domains. Thus, a rule-based fusion of DEMs based on multi-scale analysis methods makes sense.

This study aims at improving the overall accuracy of open source DEMs (the SRTM-1 and AW3D30) with complementary sensing technologies by multi-scale fusion. The accuracies of fused DEMs are compared with original DEMs, using the ICESat global land surface altimetry product as a reference. Furthermore, the effectiveness of three multi-scale analysis methods (WT, BEMD and N-AMD) in fusing DEMs is examined, based on the fusion rule mentioned in Section 3.2. Among these, N-AMD - which was originally invented to remove the cycle from sunspots - has proven
superior to existing methods (e.g. chaos-based and wavelet-based approaches) in noise removal and trend determination [32–34]. Thus, it is considered to have potential for DEM multi-scale fusion because of its good performance. Finally, a slope position-based linear regression method is utilized for the further calibration of fused DEM.

2. Study area and Datasets

2.1. Study area

Two regions in China are selected for research, as shown in Figure 1. Site A is located in the city of Chuxiong, Yunnan Province (101°–101.5°E, 25.5°–26°N) in Southwestern China. It is a typical mountainous area with a complex surface topology. The flora mainly consists of perennial trees, and annual variation is not significant. Site B is located in Xilinhot, in the Inner Mongolia Province (116°–116.5°E, 43.7°–44.2°N) of Northern China. The landscape is mostly grassland, with a gentle undulating surface and annual dwarf herbs. Most of these two regions are inaccessible zones, and their geological conditions are relatively stable. The elevation fluctuations caused by human and natural factors can be ignored.

![Locations of (a) the mountainous site and (b) the low-relief site.](image)

Figure 1. Locations of (a) the mountainous site and (b) the low-relief site.

2.2. Datsets

In this paper, we integrate multisource DEMs to generate a fused DEM with higher accuracy. The data sources include the SRTM-1 DEM and AW3D30. In addition, the ICESat global land surface
altimeter data is included for accuracy validation. The specific characteristics of the datasets are described below.

2.2.1. SRTM-1 DEM

The SRTM is a survey mission performed by NASA and the National Geospatial-Intelligence Agency (NGA) in an 11-day flight by the STS Endeavour OV-105 from February 11th, 2000 to February 22nd, 2000 [35]. It acquired land surface radar image data from 60°N to 56°S. The current SRTM DEM was generated by the NASA JPL Ground data processing system, using the C-band radar signal. The SRTM DEM can be divided - according to precision - into the SRTM-1 and SRTM-3, with corresponding resolutions of 30 m and 90 m respectively. It is based on the WGS84 horizontal datum and EGM96 vertical datum. At 90% confidence level, the vertical error of the DEM is less than 16 m [36]. This study uses the SRTM-1 global dataset released in September 2014. This new dataset provides world-wide coverage of void-filled elevation data with high resolution (30 m). The URL for download of the dataset is http://earthexplorer.usgs.gov/.

2.2.2. AW3D30

The AW3D is a new-generation, high-resolution global digital surface model dataset released by the Japan Aerospace Exploration Agency (JAXA) in 2016. It uses a panchromatic remote sensing instrument for stereo mapping (PRISM) on ALOS satellites to observe all regions of the land from 80°N to 80°S [37]. The elevation value is computed by DOGS-AP software, based on the location of an object in images taken from three different angles. Due to its late release time, there are few studies that assess the vertical accuracy of the AW3D. The AW3D30 is the most accurate open source DEM, and can be used as alternative data for the SRTM DEM and ASTER GDEM [16,18]. The AW3D is a digital elevation product with a resolution of 5 m, and the AW3D30 product can be obtained by resampling AW3D. Depending on the resampling mode, it can be divided into median and mean versions. The mean version is selected in this study, and can be downloaded at http://www.eorc.jaxa.jp/ALOS/en/aw3d30/.

2.2.3. ICESat GLAH14

The geoscience laser altimeter system (GLAS) carried on board the ICESat, which was launched by NASA in January 2003, was principally designed for measuring ice sheet elevation and elevation changes over time [38]. The GLAS contains three different lasers that produce laser spots (with a diameter of approximately 70 m) on the Earth’s surface every 172 m in the along-track direction. The cross-track spacing varies depending on the latitude [39]. The horizontal accuracy of the laser spots is 6 m, while the vertical accuracy can be better than 15 cm [40,41]. In the current work, the GLAS/ICEsat L2 global land surface altimetry data version 34 (GLAH14) is utilized as reference data for the DEM accuracy assessment. However, outliers caused by poor weather conditions during data acquisition, such as cloud reflections, need to be removed before using the products [42,43], as discussed in Section 2.3.2. The dataset is freely available from NSIDC (www.nsidc.org).

2.3. Data pre-processing

2.3.1. DEM processing

Due to the differences in geographic coordinate systems and pixel sizes of the SRTM-1 and AW3D30, co-registration is needed before accuracy assessment and DEM fusion [44]. Taking the SRTM-1 as reference, the elevation difference residuals and the elevation derivatives of slope and aspect are used to register these products, using the co-registration algorithm presented in [45].

The SRTM-1 produced by C-band radar signal can partially penetrate the vegetation canopy, while the AW3D30 produced by optical stereoscopy is not able to penetrate the canopy. Hence, the method described in [46] is used to distinguish vegetation areas from non-vegetation areas.
Subsequently, the approximate vegetation height is estimated in the vegetation area, completing the DEMs calibrated.

2.3.2. GLAH14 processing

Previous studies have suggested that the horizontal displacements between the GLAH14 and three DEMs are small enough to be ignored [47]. Nevertheless, the elevations of the GLAH14 points are relative to the surface of the TOPEX/Poseidon reference ellipsoid, while the elevations of the SRTM-1 and AW3D30 are based on the EGM96 vertical datum. Therefore, pre-processing of the GLAH14 is needed to complete the conversion from TOPEX/Poseidon to WGS/EGM96. The difference between the geoid and T/P ellipsoid is provided in the GLAH14 data as $N$ [48], such that:

$$H_{WGS84} = h - N - \text{offset}$$

(1)

where $h$ is the elevation of the center of the laser point relative to the TOPEX/Poseidon ellipsoidal surface, and $\text{offset}$ is the difference between the two ellipsoid height datum. The value of $\text{offset}$ increases with latitude, and it varies within narrow range. Generally, $\text{offset}$ is regarded as a constant. In this paper, the value is set to be 0.7 m.

After the height datum unification is complete, the laser points with excessive error - caused by cloud reflections and atmospheric noise during the time of the GLAH14 data acquisition - need to be removed. Selection of the GLAH14 points is implemented according to various criteria in different applications. There are many parameters provided by the GLAH14 data that can be used to implement the data selection. The main objective is to determine the laser points that meet the accuracy of the DEM assessment. Thus, a filtering criteria is chosen to filter error points, using parameters including the signal width and received energy [42,43]. Specifically, the received energy threshold is set to 10 fJ, while the signal width is 25 m. Furthermore, the points where the elevation difference between the GLAH14 and DEM is less than -100 m and greater than 100 m are also filtered as gross error.

The distributions of the GLAH14 points in sites A and B after processing are shown in Figure 2. It can be seen that the distributions span the entire study area, covering almost all terrain types. Moreover, the GLAH14 set is divided into two parts: the test set and the validation set. The points of these two parts are (4147, 1712) and (5564, 2136) in sites A and B respectively.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Distribution of the GLAH14 points (red) in (a) the mountainous site, and (b) the low-relief site.

3. Methods

A DEM of higher quality can be generated using the following steps. Firstly, the open source DEMs (the SRTM-1 and AW3D30) are decomposed into $n$-level frequency domains (with a residue)
by three methods (WT, BEMD and N-AMD). Secondly, the fusion rule is applied to fuse each corresponding component. Thirdly, the fused components are combined into the fused DEM. Finally, the most accurate one is selected by comparing the accuracy of fused DEMs generated by three methods, before a slope position-based linear calibration is used to further improve the accuracy and obtain the adjusted DEM. The schematic flowchart of the process is shown in Figure 3.

Figure 3. Schematic flowchart of the multi-scale fusion of the SRTM-1 and AW3D30.

3.1. Multi-scale analysis methods

3.1.1. Wavelet transform (WT)

The wavelet transform is a widely used analysis method, which is called the "microscope" in mathematics. This method is a multi-resolution time-frequency analysis approach. In particular, it has high frequency resolution in the low-frequency section, and high time resolution in the high-frequency section [49,50]. Because of its adaptability and auto-focusing ability, the wavelet transform is especially suitable for non-stationary signal processing. Hence, it can be applied to the surveying field extensively [51].

The wavelet transform first moves the basis wavelet function, and then makes the inner product with the signal to be analyzed at different scales. The above process belongs to the category of wavelet decomposition and is invertible. The inverse process is called wavelet reconstruction. The expressions of wavelet decomposition and wavelet reconstruction are given by [52,53]:

$$\mathcal{W}(a, b) = \langle x(t), \psi \rangle = \frac{1}{\sqrt{|a|}} \int_R x(t) \psi \left( \frac{t - b}{a} \right) dt, \ a > 0$$ (2)

$$x(t) = K \int_R \mathcal{W}(a, b) \frac{1}{\sqrt{|a|}} \psi \left( \frac{t - b}{a} \right) \frac{dadb}{a^2}, \ a > 0$$ (3)
where $W_p(a, b)$ is the wavelet decomposition coefficient, $x(t)$ is the data to be decomposed, $p$ is the appropriate mother wavelet determined based on the data, $p^*$ is the complex conjugate of $p$, $a$ is the scaling factor and $b$ is the translation factor, and the angled brackets represent the inner product.

The schematic diagram of the SRTM-1 decomposition, using wavelet analysis, is shown in Figure 4. Three-level decomposition is illustrated as an example. $H$ and $L$ represent the high-frequency and low-frequency components, $Residue_{11}$, $Residue_{21}$ and $Residue_{31}$ represent the 1st, 2nd and 3rd layer of the approximation part, and $Level_{11}$, $Level_{21}$ and $Level_{31}$ are the 1st, 2nd and 3rd layer of the high-frequency part, respectively. It is seen that the wavelet transform can decompose the DEM in a coarse or fine manner, as well as splitting it into low and high frequency parts. In addition, each part has a relationship with the original DEM that is described by: SRTM-1 = $Residue_{31}$ + $Level_{31}$ + $level_{21}$ + $level_{11}$. Hence, wavelet analysis is an almost non-destructive signal analysis method.

Figure 4. Schematic of three level wavelet decomposition of the SRTM-1.

3.1.2. Bidimensional empirical mode decomposition (BEMD)

Empirical mode decomposition (EMD) is a novel time-frequency analysis method proposed by Huang et al. [54]. This new technique is completely independent of the Fourier transform, and can be used for nonlinear, non-stationary signal linearization and smooth processing. It preserves the characteristics of the signal itself and is a completely data-driven time-frequency technique. An arbitrary signal will be decomposed into a set of multiple oscillatory components, called the intrinsic mode functions (IMFs), which contain the local features of the original signal at different time scales. BEMD is an extension of EMD for the processing of two-dimensional images [55]. BEMD extracts the details of the image first, and then the smooth region is screened out gradually. The entire process is similar to the WT method, except the results of the WT decomposition will differ depending on the various basis functions. BEMD can achieve image decomposition from a small to a large scale, under appropriate boundary conditions and termination criteria, without pre-setting the basis functions, making it more convenient and easy than the WT method. Since the number of zero-crossing points of the IMFs is not captured by statistics, the constraints of the IMFs or the Cauchy-type convergence condition can be used for BEMD as a termination criteria of the filtering process [54]. The process of decomposing an image into a series of IMFs and one Residue component using BEMD is as follows [55,56]:

Step 1: Identify extreme points (both maxima and minima) of image $I$.
Step 2: Generate upper and lower envelopes by interpolating the maximum and minimum points respectively.
Step 3: Calculate the mean plane $m$ of the two envelopes.
Step 4: Extract the details using $d = I - m$.
Step 5: Repeat the above steps until $d$ becomes an IMF.

After the above decomposition, the image is represented as:
\[ l(x, y) = \sum_{i=1}^{n} imf_i(x, y) + R_n(x, y) \]  

(4)

where \( imf_i(x, y) \) (i = 1, 2, ..., n), are IMFs, and \( R_n(x, y) \) represents the Residue.

3.1.3. Nonlinear adaptive multi-scale decomposition (N-AMD)

Nonlinear adaptive multi-scale decomposition (N-AMD) is a new nonlinear adaptive multi-scale decomposition method proposed by Gao et al. [34] that can determine any trend signal without prior knowledge. It has been proven that the N-AMD can reduce the noise of time series data more effectively than the linear filters, wavelet shrinkage and chaos-based noise reduction scheme [33]. It divides a time series into multiple parts of length of \( 2^n + 1 \) with adjacent parts overlapping by \( n + 1 \), so the time scale introduced by the algorithm is \( n \) sampling points. Then K-polynomial fitting is applied to each part. In particular, \( K = 0 \) and 1 correspond to piecewise constants and linear fitting, respectively. The fitted polynomials for the \( i \)-th and \( (i+1) \)-th parts are denoted by \( y^i(l) \) and \( y^{i+1}(l) \), \( l_1, l_2 = 1, \ldots, 2^n + 1 \), and the fitting of the overlapped region is defined as:

\[ y^{i\circ}(l) = w_1 y^i(l + n) + w_2 y^{i+1}(l), l = 1, 2, \ldots, n + 1 \]  

(5)

where \( w_1 = (1-(l-1)/n) \), \( w_2=(l-1)/(n) \) can be written as \( (1-d/n) , j = 1, 2 \) \((d_i\) represents the distances from the point to the centers of \( y^i(l) \) and \( y^{i+1}(l) \), respectively). This means that the weight decreases linearly with distance from the point to the center of the line segment. This weighting ensures symmetry and effectively eliminates any jumps or discontinuities on adjacent segment boundaries. In fact, the scheme ensures that the fitting is smooth at the non-boundary point and has a right or left derivative at the boundary. This method contains two parameters, \( K \) (the order) and \( 2^n + 1 \) (the window size). When an appropriate order and sufficiently small window size are selected, the difference between the fitted result and the original data is nearly zero [34]. These two parameters can be determined by observing that the residual data variance is no longer significantly decreasing in the experiment.

To better understand how the method works, randomly-generated data is used as an example, as shown in Figure 5(a). Figure 5(b) shows that different scales of fitted lines can be obtained by selecting different window sizes. Therefore, in order to decompose the signal into different frequency components, the window size can be changed iteratively. The results are shown in Figure 5(c).
Figure 5. Schematic of data decomposition using N-AMD: (a) three 2nd order polynomial fitted lines, (b) the fitted trend with window sizes of 21 and 121, and (c) different frequency components of the original data using various window sizes, where Residue is the fitted trend of original data with a window size of 121, level 2 is the fitted trend of (original data - Residue) with a window size of 21, and level 1 is the remaining part that satisfies the relationship: original data = level 1 + level 2 + Residue.

3.2. Fusion rule

The highest frequency component obtained by DEM decomposition, which is often regarded as noise and filtered in traditional data de-noising, still contains a large amount of information with actual physical meaning. Hence, this component cannot be eliminated directly, or it will cause a loss of details information about the terrain. DEM is a continuous raster dataset and a window region is a more meaningful structure than a pixel in DEM fusion. Fortunately, the window-based algorithm has lower sensitivity to noise and is less affected by mis-registration compared to pixel-based algorithms [57]. Thus, the window-based fusion rule [58] is used for the fusion of the corresponding frequency components obtained by the decomposition of two types of DEMs.

Assuming that \( C(X) \) represents the coefficient matrix of the frequency component of DEM \( X \), and \( p = (m, n) \) represents the spatial location of the decomposition coefficient, then \( C(X, p) \) means the value of the element in \( C(X) \) whose index is \( (m, n) \). The weighted variance in the 8-neighborhood area \( Q \) centered on point \( p \) is used to represent the significance of variance in the region, and is denoted as:

\[
Z(X, p) = \sum_{q \in Q} w(q) |Q(X, p) - \mu(X, p)|^2
\]

where \( u(X, p) \) represents the average of the area \( Q \) in \( C(X) \) centered on point \( p \), \( w(q) \) represents the weights and increases as the distance from \( p \) decreases. The significances of the regional variances of the frequency coefficient matrices of DEM A and B are expressed as \( Z(A, p) \) and \( Z(B, p) \) respectively. The region variance correlation of the frequency coefficient matrix of A and B at point \( p \) is defined by \( M(p) \):

\[
M(p) = \frac{2 \sum_{q \in Q} w(q) |Q(A, p) - \mu(A, p)| |Q(B, p) - \mu(B, p)|}{Z(A, p) + Z(B, p)}
\]
The value of $M(p)$ varies between 0 and 1, with smaller values indicating lower degrees of correlation of the frequency coefficient matrix of A and B.

$T$ is set as the threshold of correlation, generally taken between 0.5 and 1. When $M(p) < T$, the option fusion strategy is adopted:

$$Q(F, p) = \begin{cases} Q(A, p), Z(A, p) \geq Z(B, p) \\ Q(B, p), Z(A, p) < Z(B, p) \end{cases}$$

where $F$ represents the fused DEM. Conversely, the average fusion strategy is adopted when $M(p) \geq T$:

$$Q(F, p) = \begin{cases} W_{min} Q(A, p) + W_{max} Q(B, p), Z(A, p) \geq Z(B, p) \\ W_{max} Q(A, p) + W_{min} Q(B, p), Z(A, p) < Z(B, p) \end{cases}$$

where $W_{min} = 0.5((M(p)- T)/(1-T))$, and $W_{max} = 1- W_{min}$.

3.3. Slope position classifications

The topographic position index (TPI) [59] and the standard deviation of elevation (SDE) [60] can be used to divide the landscape into different slope locations. This article uses the SDE threshold value proposed by [59] to classify the landscape, as shown in Table 1. The value of the slope threshold (ST) is defined in agreement with [59], which is about one third of the steepest degree. After processing, the landscape is divided into 6 classes in mountainous areas - including lower slopes, gentle slopes, steep slopes, upper slopes and ridges - while the low-relief area is divided into 3 classes: valleys, gentle slopes and hills.

The calculation of TPI and SDE both require the definition of circular regions as neighborhoods. Furthermore, it is important to note that the TPI is very sensitive to the scale of the neighborhood, so the choice of scale is critical [61]. Appropriate scales can classify both small-scale features (such as valleys or fine ridge lines) and major topographic features (such as major valleys or mountains).

<table>
<thead>
<tr>
<th>Slope position</th>
<th>SDE thresholds Mountainous area(A)</th>
<th>Slope position</th>
<th>SDE thresholds Low-relief area(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valleys</td>
<td>TPI ≤ −1.0 SDE</td>
<td>Valleys</td>
<td>TPI &gt; +1.0 SDE</td>
</tr>
<tr>
<td>Lower slopes</td>
<td>−1.0 SDE &lt; TPI ≤ −0.5 SDE</td>
<td>Gentle slopes</td>
<td>−1.0 SDE &lt; TPI ≤ +1.0 SDE</td>
</tr>
<tr>
<td>Gentle slopes</td>
<td>−0.5 SDE &lt; TPI ≤ +0.5SDE, Slope ≤ ST</td>
<td>Hills</td>
<td>+1.0 SDE &lt; TPI</td>
</tr>
<tr>
<td>Steep slopes</td>
<td>−0.5 SDE &lt; TPI ≤ +0.5SDE, Slope &gt; ST</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper slopes</td>
<td>+0.5SDE &lt; TPI ≤ +1.0 SDE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ridges</td>
<td>TPI &gt; +1.0 SDE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Results and analysis

4.1. Fused DEM

The purpose of this paper is to obtain a fused DEM with higher accuracy, by fusing two kinds of DEMs. Three fusion methods are investigated in order to achieve this objective, i.e. the WT, BEMD and N-AMD. The first step is to decompose both DEMs into different frequency components. It is known that the basis functions of the wavelet transform are not unique. Functions satisfying certain conditions can be used as the basis functions of the wavelet transform. DEM fusion using the WT is based on the wavelet coefficients at each scale, which are obtained by decomposition. The selection of a basis function affects the distribution of the wavelet coefficients to a certain extent, such that the quality of the basis function is directly related to the effectiveness of fusion. In addition, higher levels
of decomposition generally achieve more effective fusion; however, such higher levels of decomposition require greater computational capacity at the same time. Therefore, it is also important to choose the appropriate level of decomposition. To date, many experimental studies have been carried out to analyze the applicability of different basis functions and decomposition levels [62]. Referring to previous studies, typical orthogonal (Haar wavelet) and biorthogonal wavelet (Bior3.7 wavelet) basis functions are selected to decompose the DEMs into three levels.

The BEMD is a completely data-driven analysis method that does not require prior selection of the basis functions mentioned in Section 3.1.2. In BEMD, the Cauchy-type convergence condition is chosen as the stop condition of the screening process ($SD = 0.3$). Similar to BEMD, N-AMD is also a data-driven analysis method. To realize multi-scale decomposition of the DEM, the appropriate window size alone needs to be selected according to the desired level of decomposition. Three decomposition levels are compared for the BEMD and N-AMD, with the window sizes of N-AMD set to 21, 91 and 201.

Figure 6. Schematic of N-AMD decomposition, including: (a) the original AW3D30, (b) the first-level component, (c) the second-level component, (d) the third-level component, and (e) the Residue.

Taking N-AMD as an example, Figure 6 shows the decomposition results of the AW3D30 at site A. The series of decomposition components, obtained by N-AMD, have different frequency values. The first-level component (Figure 6(b)) preserves most of the high-frequency information in the DEM, such as edge and texture details. The second-level component (Figure 6(c)) also keeps some information, but the details appear less clear than at the first level. The details of the third-level component (Figure 6(d)) are further reduced compared to those at the second level. The Residual (Figure 6(e)) retains most of the low-frequency component, which mainly contains the contour information and elevation distribution of the original DEM. The results are similar to N-AMD, using the WT and BEMD for DEM decomposition.

After decomposing the DEM into a series of components with different frequencies, the components are fused according to certain rules, and an inverse transformation applied to obtain the new DEM. The key to obtaining a high-quality fused DEM is using appropriate data fusion rules. The advantage of the above three methods of DEM fusion is that the DEMs are decomposed, before the fusion rule is applied to the corresponding frequency components. Hence, analysis of the data is performed at multiple resolutions, such that the advantages of the individual original DEMs (for different frequency components) are comprehensively utilized in the fused DEM. The optimal solution is not always realized by averaging all of the corresponding elevation values to get the new height during fusion of the DEM [63]. Therefore, considering the actual physical meaning of the value in the DEM image - and how the fusion process differs from that of normal gray image fusion - the window-based fusion rule proposed in Section 3.2 is adopted, which can effectively reduce DEM errors in the fusion process due to outliers. The matching degree T is set to 0.6. The fused DEMs obtained by the WT, BEMD and N-AMD are listed in Figure 7. Owing to the limit of scale, the texture and detail information of the fused DEMs are not obvious in Figure 7. Hence, a small area is selected in each of sites A and B (defined by the red and green rectangles), as shown in Figure 8. It is apparent from the fusion results that the fusion quality varies quite significantly depending on the method used to obtain the fused DEM. The fused DEMs, obtained by the Bior3.7 wavelet, Haar wavelet and N-AMD methods, correspond to Figure 8(a), 8(b), 8(d), 8(e), 8(f) and 8(h) in sites A and B, respectively. The texture and detail information is clear, and no significant difference can be observed. The fused DEMs, obtained by the BEMD method at sites A and B, correspond to Figure...
8(c) and (g), respectively. It is clear that both contain irregular patches in the ridge and valley regions (the red rectangles in Figure 8), which means that the detail information of the fused DEM is lost or distorted locally. Obviously, it does not meet the requirements for the application of the DEM. The reason is that the terrain of these two regions is irregular and complex. The irregularity of the extremum distribution causes improper fitting of the interpolation method in the BEMD. This results in patches appearing in the decomposition components, leading to local mutation of the fused DEMs.

Figure 7. The fused DEMs obtained using the Bior3.7 wavelet, Haar wavelet, BEMD and N-AMD methods at (a)-(d) site A, and (e)-(h) site B. The red and green rectangles are the areas selected in sites A and B that are enlarged in Figure 8.

Figure 8. Enlarged images of the fused DEMs obtained using the Bior3.7 wavelet, Haar wavelet, BEMD and N-AMD methods at (a)-(d) site A, and (e)-(h) site B. The red shapes indicate irregular patches.

In order to evaluate the quality of the fused DEM objectively, a quantitative metric is needed. The vertical accuracy of the DEM is the most important metric to evaluate the quality of the DEM. Since there is no high-precision DEM that can be used as a reference, the test set of the GLAH14 is used as reference data to understand the quality of the selected DEMs. After each of the datasets are pre-processed, the corresponding DEM elevation is extracted at each point of the test set using the
ArcGIS 10.2 software. The difference in elevation is then calculated by subtracting the GLAH14 elevation from the corresponding DEM elevation. Subsequently, the mean error (ME) and root-mean-square-error (RMSE), which are two important quantitative metrics for evaluating the vertical accuracy of the DEM, are calculated. The results are shown in Table 2.

**Table 2. Accuracy statistics of original DEMs and fused DEMs**

<table>
<thead>
<tr>
<th>DEMs</th>
<th>Site A</th>
<th>Site B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ME(m)</td>
<td>RMSE(m)</td>
</tr>
<tr>
<td>AW3D30</td>
<td>4.5</td>
<td>9.535</td>
</tr>
<tr>
<td>SRTM-1</td>
<td>2.125</td>
<td>10.928</td>
</tr>
<tr>
<td>Bior3.7 wavelet</td>
<td>3.235</td>
<td>9.08</td>
</tr>
<tr>
<td>Haar wavelet</td>
<td>3.326</td>
<td>8.916</td>
</tr>
<tr>
<td>BEMD</td>
<td>3.235</td>
<td>10.949</td>
</tr>
<tr>
<td>N-AMD</td>
<td>3.173</td>
<td>7.696</td>
</tr>
</tbody>
</table>

From Table 2, it is observed that the ME and RMSE of the AW3D30 and SRTM-1 in the low-relief grassland of site B are smaller than that of the mountainous area with a high density of vegetation of site A. This is due to the fact that the landscapes in site A are mainly mountainous with large surface fluctuations, shadows caused by the mountain and vegetation artifacts, which leads to measurement errors in the DEM. The failure of optical technology to identify small terrain fluctuations in flat areas is responsible for the negative deviation of the ME of the AW3D30 at site B [64].

In addition, the difference between the ME of the fused DEM obtained by the three methods is not obvious, as a result of the fusion rule. The fused DEMs obtained by the Bior3.7 and Haar wavelet methods have similar error distribution characteristics, and both show a certain degree of improvement of the RMSE compared to the original DEM. The Haar wavelet method has better performance than the Bior3.7 wavelet method in both sites, which proves indirectly that having many wavelet basis functions is advantageous for wavelet analysis. Different wavelet basis functions can obtain differing results, and better results can be obtained by selecting an appropriate wavelet basis function based on source data. Compared with the source DEM, the RMSE of the fused DEM obtained by BEMD in site B shows a certain level of improvement, but the improvement is not significant. Meanwhile, the RMSE of the fused DEM increases in site A, compared to the source DEM, which is consistent with the results from visual inspection. Therefore, it is concluded that the BEMD method is not suitable for DEM multi-scale decomposition and fusion of the multi-source DEM. N-AMD has better performance at both sites A and B compared to other methods. The RMSE of the fused DEM in site A is 7.696 m, which corresponds to a 19.3% and 29.6% increase in accuracy compared to the AW3D30 and SRTM-1, respectively. In site B, the RMSE is 1.892 m, and the accuracy is 15.5% and 27.4% higher than that of the AW3D30 and SRTM-1, respectively. Thus, the accuracy of the fused DEMs has been improved significantly using this method. Furthermore, the texture and detail information of the fused DEMs is clear and there is no mutation region. Hence, the fused DEM obtained by N-AMD, named DEMN, is chosen for further research.

4.2. Fused DEM errors for different slope position classifications

There is a significant correlation between elevation error and topographic factors (such as slope and aspect), which has been found in previous studies [15,65]. In order to examine the relationship between the elevation error of the fused DEM and terrain factors in the study areas, the SRTM-1 is subtracted from the AW3D30 to get the elevation difference (see Figure 9). Clearly, the area with an obvious difference between the two DEMs is also the area with a severe change of slope. Also, the fact that the value of the AW3D30 is lower than the SRTM-1 on one side of the ridge,
and is opposite on the other side, indirectly proves that there is a significant correlation between elevation difference and terrain factors.

**Figure 9.** Illustration of the elevation difference between the AW3D30 and SRTM-1 in (a) the mountainous area, and (b) the low-relief area.

In this paper, the two DEMs produced by different techniques are decomposed by multi-scale analysis methods and then fused. Although this method can combine the advantages of source datasets to obtain a more accurate DEM, it still involves the fusion of corresponding pixels. Also, the sources of the DEMs have similar terrain factors (such as slope and aspect) in the same position, which means that the accuracy of the fused DEM is still affected by terrain factors. Therefore, the relationship between the DEM error and slope and aspect is studied further, in order to improve the accuracy of the fused DEM (based on DEMs).

Taking the GLAH14 test set as reference data, the relationship between the DEMs elevation error and slope and aspect is analyzed for sites A and B in Figure 10. The results show that the correlation between elevation error and aspect is not obvious for the two sites, and the whole distributing of the elevation error is uniform versus the aspect. However, the relationship between the absolute error of the elevation and slope at site A is similar to that at site B. Both of the absolute errors of elevation show an increasing trend with an increase of slope, especially at site A.
Considering the correlation between the DEM elevation error and slope, the slope position classification method (mentioned in Section 3.3) is utilized to classify the terrain. It should be noted that the TPI is very sensitive to the scale of the neighborhood during this process. In order to select the best scale for each study area, the scale is gradually increased from 30 m to 720 m (with a step size of 30 m) for the two study sites. Depending on the classification results, scales of 120 m and 60 m are chosen at mountainous site A and low-relief site B, respectively. The classification results are shown in Figure 11.

<table>
<thead>
<tr>
<th>Error</th>
<th>Site A</th>
<th>Site B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valleys</td>
<td>Lower slopes</td>
<td>Gentle slopes</td>
</tr>
</tbody>
</table>

Table 3. Statistical measures of elevation errors for different slope position classes.
The statistical measures of the elevation errors for different slope position classes are listed in Table 3. For study site A, the ME values are positive for all slope position classes, and RMSE values are largest in valleys and ridges, indicating that they have the lowest vertical accuracy of all classes. The next lowest values correspond to steep slopes and upper slopes. The precision of gentle slopes is the highest. At site B, the accuracies of valleys and ridges are the lowest. Similar to site A, the accuracy of the gentle slopes class is highest. It can be concluded that various slope position classes in sites A and B have differing error distributions. In this paper, a simple linear regression analysis is used to investigate the relationship between the $\text{DEM}_N$ and GLAH14 test set for different slope position classes at the two study sites (see Figure 12). The correlation coefficients of the fitted curves of the two regions are higher than 0.9, which demonstrates that the accuracy of the $\text{DEM}_N$ can be improved by using this simple linear regression model. However, it also varies with the class of the slope position. The improved DEM is generated by calibrating the $\text{DEM}_N$ with this regression model, called $\text{DEM}_A$.

**Figure 12.** Plots of the $\text{DEM}_N$ against the GLAH14 in different slope position classes at (a)-(f) site A, and (g)-(i) site B.

The ME and RMSE (taking the GLAH14 validation set as reference) of the $\text{DEM}_N$ and $\text{DEM}_A$ in different slope position classes are shown in Figure 13. The results show that the RMSE for different
position classes has been reduced by varying degrees, and that the absolute value of the ME is reduced (except for gentle slopes) in site B. The change of the RMSE and ME after correction indicates that the slope position-based linear regression method is not effective in the flat area of grassland, but that it works well in other areas. With respect to the overall accuracy, the statistical error results are shown in Table 4. It can be seen that all of the errors of the DEMs are lower than those of the DEMs in site A (especially for the ME, which is reduced from 2.789 m to -0.241 m), indicating that the systematic error of the study region is reduced. Moreover, the RMSE has decreased by 16.0%. Compared with the DEMs, the ME of the DEM is increased at site B. However, the RMSE has been reduced by 13.6%, which represents a significant improvement of vertical accuracy. The results show that the simple linear regression calibration method based on slope position classes is effective at improving the accuracy of the fused DEM.

![Figure 13](image-url)

Figure 13. The ME and RMSE of the DEMs and DEMs in different slope position classes in (a) site A, and (b) site B.

<table>
<thead>
<tr>
<th>Sites</th>
<th>GLAH14</th>
<th>DEMs</th>
<th>DEMs</th>
<th>DEMs</th>
<th>DEMs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ME(m)</td>
<td>RMSE(m)</td>
<td>ME(m)</td>
<td>RMSE(m)</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>1712</td>
<td>2.789</td>
<td>7.947</td>
<td>-0.241</td>
<td>6.672</td>
</tr>
<tr>
<td>B</td>
<td>2136</td>
<td>0.016</td>
<td>1.956</td>
<td>0.038</td>
<td>1.69</td>
</tr>
</tbody>
</table>

5. Conclusions

In order to improve the accuracy of open source DEMs for applications in geographic and environmental fields, two sites in China are selected for research – a mountainous area and a low-relief area. In this paper, the AW3D30 is considered as an alternative dataset to the popular ASTER GDEM v2, in order to realize multi-scale fusion - using the WT, BEMD and N-AMD methods - with SRTM-1 produced by INSAR technology, based on the fusion rule proposed in Section 3.2. Quantitative evaluation shows that BEMD, which is widely used in image fusion, is not suitable for multi-source DEM fusion products. Compared with existing open source DEMs, fused DEMs obtained by the WT and N-AMD methods have higher vertical accuracy, with the WT method showing worse performance than N-AMD. Due to space limitations, only two wavelet basis functions are selected to evaluate the performance of the WT. Hence, the effectiveness of the WT in multi-scale analysis of DEMs cannot be completely disregarded. Nonetheless, its applicability is inferior compared with N-AMD (which is a completely data-driven method that does not require any prior knowledge), since professional knowledge and a large number of experiments are required to select the appropriate basis functions. Consequentially, it is thought that the new N-AMD method has more potential in the application of fused DEMs. On the basis of analyzing the basic principles of DEM fusion, this paper explores the relationship between the error distribution of
the fused DEM with terrain, and proposes a slope position-based linear regression method to calibrate the DEMs in different slope position classes. Quantitative results show that the vertical accuracy of the fused DEM is further improved, which demonstrates the validity of this method. Future studies will focus on the calibration of the fused DEM using multiple linear regression analyses and refinement of the fusion rule. It is hoped that this paper provides a reference for future research that aims to obtain DEMs with higher accuracy using open source DEMs.
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