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Abstract: 5G heterogeneous network overlaid by millimeter-wave (mmWave) access employs 
mmWave meshed backhauling as a promising cost-efficient b a ckhaul a  r chitecture. D u e t o  the 
nature of mobile traffic distribution in practice which is both time-variant and spatially non-uniform, 
dynamic construction of mmWave meshed backhaul is prerequisite to support the varying traffic 
distribution. Focusing on such scenario of outdoor dynamic crowd (ODC), this paper proposes 
a novel method to control mmWave meshed backhaul for efficient operation of mmWave overlay 
5G HetNet through Software-Defined N etwork ( SDN) t e chnology. O ur a lgorithm i s f eatured by 
two functionalities, i.e. backhauling route multiplexing for overloaded mmWave small cell base 
stations (SC-BSs) and mmWave SC-BSs’ ON/OFF status switching for underloaded spot. In this 
paper, the effectiveness of the proposed meshed network is confirmed by both numerical analyses 
and experimental results. Simulations are conducted over a practical user distribution modeled 
from measured data in realistic environments. Numerical results show that the proposed algorithm 
can cope with the locally intensive traffic and reduce energy c onsumption. Furthermore, a WiGig 
(Wireless Gigabit Alliance certified) device based testbed is developed for Proof-of-Concept (PoC) and 
preliminary measurement results confirm the proposed dynamic formation of the meshed network’s 
efficiency.

Keywords: mmWave, 5G heterogeneous network, meshed backhaul, outdoor dynamic crowd, SDN, 
dynamic construction, testbed, numerical analysis, experimental validation18

1. Introduction19

Nowadays the amount of mobile traffic is predicted to be increasing exponentially, due to the20

proliferation of not only mobile devices (tablets and smartphones) but also IoT devices (sensors and21

actuators). In order to follow the trend, 5G communication network needs to be re-designed such22

that it can support diversified services including enhanced mobile broadband (eMBB), ultra-reliable23

and low latency communication (uRLLC) and massive machine-type communication (mMTC) [1].24

[2] proposed a novel architecture called mmWave overlay 5G heterogeneous network (HetNet) as25

one of promising architectures to realize eMBB. This architecture is composed of LTE macro cell base26

station (BS) covering a wide area and many mmWave 5G SC-BSs [3,4] within the coverage of the macro27

BS. Under the assumption of ideal backhauling, it had been proved in [5] that the architecture can28

boost the system capacity by a factor of 1000x compared with conventional homogeneous macro cell.29

Although this paper focuses on the deployment of mmWave HetNets, the proposed architecture can be30

applied for future sensor and actuator networks (SANs) acquiring for high data rate e.g. exchanging31

of high definition dynamic maps for automated driving [6] or supporting massive amount of sensors32

and actuators [7].33

Densification of SC-BSs produces massive backhaul traffic in the core network and employing34

optical fibers for dense SC-BS backhauling would result in prohibitively high cost and practical35
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difficulty in implementation. Wireless backhaul may offer a scalable and cost-effective solution [8].36

However, traditional microwave frequency bands, e.g. sub-6 GHz [9], are limited in bandwidth37

to support gigabit data rate at the access level. Moreover, interference becomes a limiting factor,38

especially in densely-populated HetNets. An excellent solution to this issue is to employ mmWave39

backhauling. Millimeter-wave (mmWave) techniques ranging from 30 to 300 GHz have become40

feasible and promising means to overcome the above-mentioned issues [10–12]. Currently, the two41

most potential mmWave bands are 28 GHz and 60 GHz [6,13], where the latter is unlicensed, thus42

easy to deploy. With GHz bandwidth, the gigabit data rate is practically achievable, which solves the43

capacity problem that exists in lower frequency backhaul systems. In mmWave networks, directional44

links are commonly established to compensate for the high path loss and high directivity also paves the45

way for spatial reuse. The use of highly steerable antennas greatly reduces interference and is suitable46

for the case of dense deployment of SC-BSs. Recently, the feasibility of mmWave transmission within47

a range of a few hundred meters is proven by systematic outdoor measurements [14], which offer48

sufficient coverage for small cell backhaul. Another advantage of mmWave networks with meshed49

topology is their capability of flexible routing of traffic, which is highly appropriate for ODC [6,15], a50

typical scenario considered in this paper where traffic distribution dynamically varies in both space51

and time [16].52

Conventional works had proposed several approaches to operate mmWave meshed backhaul1.53

For example, anchored BSs with wired backhaul working as gateways for other BSs were introduced54

in [17]. The weakness of the paper is that only direct link between anchored BSs and other BSs was55

considered. Multi-hop based scheme was on the other hand considered in [18–21]. However these56

work did not take into account realistic traffic distribution. In practice [16], according to the dynamicity57

of traffic, it occurs situation that some SC-BSs in e.g. hotspot area are overwhelming with traffic. On58

the contrary, some other SC-BSs are left unused e.g. without any connecting terminals. Certainly,59

the overwhelming SC-BSs should be allocated with much radio backhaul resources to support larger60

traffic demand. [22] proposed a load balancing based mechanism called route multiplexing to cope61

with such scenario. Due to the nature of the dynamic traffic distribution, such control on constructing62

suitable mmWave meshed backhauling does require context information e.g. on user traffic demand.63

This work is extended from our previous conference paper in [15] where dynamic mesh64

construction mechanism over practical traffic distribution had been proposed. In this paper, we65

further focus on the control plane (C-plane) to realize such mechanism in practice. We propose a66

context information management framework, based on which our proposed dynamic meshed backhaul67

construction is performed. The advantage of the proposed technique is also validated via experimental68

results, using our developed SDN-based testbed of mmWave mesh networks. Some preliminary results69

to validate the operation of the constructed testbed had been published in [23] where basic dynamic70

functionalities of the testbed e.g. resilient fast-failover reconfiguration of the network were verified.71

However, [23] did not verify dynamic construction over dynamic traffic distribution including the72

capability of multi-route multiplexing. Up to the authors’ knowledge, this is the first paper ever73

to conduct both numerical and experimental investigations over dynamic construction of mmWave74

meshed backhauling.75

The paper is organized as follows. Section 2 presents our proposed algorithm for dynamic76

construction of mmWave meshed networks in adaptation to dynamic variation of traffic distribution.77

The control plane for context information management framework is introduced in Sect. 3. Section 478

explains about our developed testbed for dynamic construction of mmWave mesh backhauling and79

also reveals preliminary experiment results over the dedicated testbed. Finally, Sect. 5 concludes the80

paper and shares future directions of the work.81

1 This paper mainly focuses on the mmWave backhaul part. Readers who are interested about mmWave technologies
improving throughput and delay performance with varying traffic demand at the access layer might refer to related works
in [24–26].
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2. Traffic Adaptive Dynamic Meshed Backhaul Construction For Outdoor Dynamic Crowd82

2.1. Dynamic traffic distribution in outdoor dynamic crowd83

In dense urban scenario which is one of the important scenarios in 5G, network densification84

is necessary because of the exponentially increasing traffic volume. Such traffic is generated not85

only by smart phones and tablets but also by augmented reality information such as sensors and86

wirelessly connected cameras. Especially, this paper focuses on a so-called outdoor dynamic crowd87

scenario where users tend to gather and move as large and dynamic crowds while want to keep88

connectivity to the cloud. Typical use case of the scenario is a medium outdoor area located in the89

metropolitan city centre where thousands of people may spend part of their daily life. The area is90

characterized by a several possible outdoor hotspots like bus stops, stations and recreation parks.91

Users at such outdoor hotspots might download large volume contents, such as tourist and shopping92

information, high definition 3D live broadcast of a game happening at a stadium nearby, or upload93

and share through SNS photos and videos recently taken near the place. They can also download94

multi-language information, 3D indoor maps, shopping promotion video clips, 4K/8K live videos95

etc. for better shopping experience at the next destination nearby e.g. shopping departments around96

center stations. The key difference of this use case compared to the other ones is that the traffic pattern97

changes very dynamically during a day, in accordance to users’ activities, e.g., from light to heavy98

traffic. It necessitates dynamic formation of backhauling toward high data rate mmWave SC-BSs. [15]99

demonstrated a meshed backhauling example of such scenario around at a famous intersection in the100

periphery of a metropolitan train station in central Tokyo.101

The measured downlink traffic in 2014 in an area of 4 squared kilometers [27] in the periphery of102

a metropolitan train station in central Tokyo are visualized in Figs. 1 and 2. In this measurement, the103

average traffic demand per user was about 62kbps and total area traffic at peak hour was 44Mbps. The104

spatial traffic distribution accumulated over one hour 10AM is presented in Fig. 1. The figure reveals105

the non-uniformity of traffic distribution in space domain and especially, there exist several hotspots.106

On the other hand, the time variation of the sum traffic in this area is depicted in Fig. 2. Since the107

evaluated area is the periphery of an urban station, it is easy to observe from the figure light traffic at108

midnight while extremely heavy traffic at daytime inversely. The measurement data reveal dynamicity109

of traffic in both time and space, thus necessitates dynamic formation of meshed backhauling for110

efficient operation. Such method will be described in the next section, assuming the measured traffic is111

scaled by a factor of 1000x [16] as predicted in 5G era.112

2.2. Network architecture and system models113

For such environment like ODC, it is essential to deploy at hotspot areas a number of mmWave114

SC-BSs (or APs) overlaid on the current macro cells to effectively offload traffic, especially in peak hours115

as stated in [5]. However, introducing more SC-BSs will incur higher CAPEX (capital expenditures) and116

OPEX (operating expenses). Self-backhauling i.e. employing the same mmWave bands of access for117

backhaul can circumvent this issue since it radically avoids deployment cost of wired backhaul such as118

optical fiber or Ethernet cable. In addition, another benefit of mmWave meshed backhaul in reducing119

OPEX is its flexibility to reallocate backhaul resources via beam switching, multi-route multiplexing120

and deactivation of unused wireless interfaces [28]. Such functionalities are especially suitable for the121

time-variant and spatially non-uniform traffic occured in ODC. Fortunately, such flexible control of122

the mmWave meshed network can be done easily over out-band control plane (C-plane) e.g. LTE [29]123

owing to the maturity of nowadays SDN technologies.124

2.2.1. System architecture125

Figure 3 depicts the system architecture of our considered self-backhauling mmWave overlay126

HetNet. We consider C/U splitting such that the C-plane is responsible by the conventional Long127
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Figure 1. Sample of spatial distribution of measured traffic in ODC [27].
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Figure 2. Measured traffic’s daily time variation [27].
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Figure 3. Self-backhauling mmWave overlay HetNet.

Term Evolution (LTE) macro cell. In other words, context information e.g. users’ location, movement,128

traffic demand and also dynamic configuration of wireless backhaul are monitored and controlled129

via the macro cell. On the other hand, downlink data communication (U-plane) are done via130

either conventional 3-sectored LTE macro cell or novel mmWave SC-BSs assuming UEs’ dual access131

connectivity. It is noted that uplink data communications are out of scope of this paper. For the132

downlink data communications, the LTE macro BS is considered as the only information source of the133

whole network, which works as the 6-sectored gateway (GW) of all other mmWave SC-BSs which are134

connected to the gateway via multi-hop communications over the mmWave meshed backhaul2.135

2.2.2. IEEE802.11ad based mmWave meshed backhaul136

As depicted in Fig. 3, we consider IEEE802.11ad based mmWave meshed backhaul for ODC. The137

mmWave SC-BSs overlaid on conventional macro cell are assumed to have multiple IEEE802.11ad138

based wireless interfaces for either purposes of access or backhaul. According to [30], the band is139

divided to 4 channels. This paper assumes access and backhaul links use each 2 channels to avoid140

their mutual interference. Since access and backhaul interfaces are usually co-located, intra-channel141

interference avoidance via very high directivity antenna or other non-linear methods to reduce loop142

interference will incur high cost and thus is out of scope of this paper.143

This paper also assumes that backhaul interfaces of SC-BSs are located e.g. on streets’ lampposts144

such that Line of Sight (LoS) condition is guaranteed. Practical deployment is tackled in [31] and145

thus is out of scope of this paper. To overcome the high path loss issue, this paper assumes high gain146

antennas are employed at both transmit and receive sides of the mmWave backhaul link. Moderate147

2 Multi-hop communication incurs delay, which might be an issue for critical applications requiring ultra-low latency. On the
other hand, our measurement result e.g. shown in Table 2 reveals a millisecond order of delay per hop, or ten of millisecond
order of accumulated delay per 10 hops. Such delay is not so critical for normal eMBB applications with delay budget
higher than 50ms [16]. Although URLLC applications are out of scope of this paper, Multi-Access Edge Computing (MEC)
technology can be added on top of the proposed network architecture to circumvent critical delay [32]. Other low latency
and low data rate applications can be supported by conventional LTE macro.
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link distance in the order of 100m is also considered. Furthermore, multi-hop communication is also148

adopted for SC-BSs which cannot communicate directly with the mmWave GW [22].149

As mentioned above, the GW located at the macro BS can be connected to other SC-BSs either150

directly or indirectly in a multi-hop manner, which enables adaptive topology formation of meshed151

backhauling via beam switching. In addition, path loss attenuation can also be overcome via multi-hop152

relay since the weaken signals are re-boost at each hop of relay. For the sake of simplicity, this paper153

assumes relay links between mmWave backhaul interfaces can only be established if and only if their154

link budgets are sufficient to support the highest data rate defined in IEEE802.11ad standard [30]. This155

assumption also facilitates the realization of a homogeneous backhauling rate for ease of analysis.156

2.3. Traffic adaptive mesh construction157

This paper considers a dynamic construction of mmWave meshed backhaul network taking158

into account both energy consumption and traffic delivery successful rate. For the first purpose, it159

attempts to deactivate as many as possible unnecessary mmWave SC-BSs3. For the second purpose,160

the remaining activated SC-BSs should efficiently construct a traffic delivery meshed network to fulfill161

UEs’ traffic demands. For such objective function, this paper employs a similar heuristic approach as162

[22], which involves the following three steps to avoid solving an NP-hard problem which requires the163

optimization of both ON/OFF status of all mmWave interfaces and multi-hop backhaul path for load164

balancing.165

2.3.1. Initial ON/OFF status selection166

The step determines tentatively ON/OFF status of each SC-BS with the goal to reduce the167

mmWave meshed backhaul network’s power consumption as much as possible. For that purpose,168

under the constraint of UEs’ traffic demand, we attempt to offload as much traffic as possible to169

the LTE macro cell whose available bandwidth is restricted by WLTE. As a consequence, mmWave170

SC-BSs without connecting UEs via U-plane can be efficiently deactivated. Let us assume each UE171

has the closest mmWave SC-BS working as its anchored AP. The ith anchored SC-BS i.e. Si then has an172

aggregated traffic demand Ti as the summation of all traffic demand of all UEs in this anchored AP. The173

required LTE bandwidth to accommodate Ti such that Si can be deactivated, can be then approximately174

given by wi = Ti/ log2(1 + Γi), where Γi is the effective average SINR (Signal to Interference and175

Noise Ratio) of signals from LTE macro BS to the ith SC-BS Si assuming merely path loss attenuation,176

knowing that interference come from the other macro cell BSs. At this step, the determination of177

tentative ON/OFF status of SC-BS turns into the determination whether Ti should be offloaded to LTE178

(if there is enough resource) or otherwise mmWave SC-BS. Let us denote i ∈ Gk as the former state that179

Ti is accommodated by the k-th sector of the LTE macro BS, the optimization problem can be solved180

separately for each sector of the macro LTE as follows:181

find : a group G∀k∈{1,2,3} s.t.

maximize : |Gk|
subject to : ∑

i∈Gk

wi ≤WLTE,

where |Gk| denotes the cardinality of the set Gk. As a consequence, if i ∈ Gk, the SC-BS Si can be182

deactivated for power consumption reduction. Otherwise i.e. i /∈ G∀k, all the 3 sectors of the SC-BS Si183

will be turned on.184

3 which are also called Access Points (APs) or a node in this paper
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2.3.2. Initial path creation for backhaul network185

The goal of this step is to create multi-hop paths from each sector of the mmWave GW to relay186

traffic to the mmWave SC-BSs via activated mmWave backhaul interfaces determined in previous187

step. Using load balancing approach, we determine such routes by solving the following linear188

programming problem:189

find : f s.t.

minimize : hTf

subject to : tGW ≡ MGWf ≤ CGW1 (1)

tS ≡ MSf ≥ a� tD (2)

f ≥ 0, (3)

where the number of SC-BSs and the number of sectors of GW are denoted by NS and NGW respectively.190

Thus, the total number of flow NV = NS × NGW equals the product of these. f ∈ RNV stacks the191

amount of load to be transferred from a sector of the mmWave GW to a SC-BS. h ∈ RNV weights192

the number of relay hop from GW against f. tGW ∈ RNGW stacks the summation of traffic load193

transfered via each sector of the mmWave GW. Similarly, tS ∈ RNS stacks the total traffic supply to194

each SC-BS, a ∈ RNS expresses the ON/OFF state predetermined in the previous step. tD ∈ RNS195

stacks all the traffic demands of each SC-BS. MS ∈ RNV×NS is a mapping matrix between tS and f.196

Similarly, MGW ∈ RNV×NGW is a mapping matrix between tGW and f. The objective function is to find197

the optimal load balance f with as small as possible number of hops from the GW (to reduce latency)198

under three constraints. The first constraint (1) guarantees that the traffic transferred via each sector199

of the mmWave GW should not exceed the sector’s capacity. The second constraint (2) ensures that200

the supply traffic to each SC-BS should higher than the total traffic load of that SC-BS to satisfy UEs’201

demands. Finally, the third constraint (3) assures that non-negative value of traffic load. From solving202

for f, we can get the optimal combination of traffic load between multiple sectors of the mmWave GW203

working as the sources of information and all the SC-BS working as the sinks of information.204

2.3.3. Reactivation and path creation for isolated SC-BSs205

The first step of this algorithm does not guarantee the connectivity of SC-BSs to the mmWave GW.206

Since there might exist isolated SC-BSs who cannot connect with the mmWave GW through multi-hop207

relay due to the deactivation of the surrounding SC-BSs, it is necessary to reactivate backhaul interfaces208

of certain SC-BSs which had been deactivated in the first step, to work merely as the relay nodes for209

isolated SC-BSs. After identifying isolated SC-BSs which have no parental nodes already attaining210

connectivity with the GW, the algorithm searches for shortest paths between the isolated SC-BSs211

and the non-isolated SC-BSs. The optimal combination of such shortest paths is found exhaustively212

to ensure the smallest number of SC-BSs on the determined shortest paths to be reactivated. [22]213

explained details of this heuristic approach.214

For summary, the first step roughly decides the activation of SC-BSs in hotspot areas while traffic215

at sparse area is offloaded to the LTE macro BS. The second step performs a load balancing between216

multiple sectors at mmWave GW and activated SC-BSs while attempting to guarantee UEs’ traffic217

demand. One important characteristic of the loads optimized in this step is that it allows multiple218

route multiplexing from different sectors of the mmWave GW to supply backhaul resources to hotspot219

areas with densely concentrated traffic. In other words, a SC-BS can even support a volume of traffic220

larger than that can be provided by a single mmWave GW sector. Such functionalities will be tested in221

our testbed explained in the next section.222

Employing SDN technology is suitable for realizing the aforementioned 3-step algorithm.223

Although the functions of SDN technology vary widely, route control functionality can be utilized for224
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Figure 4. Conventional C-plane (User centric ON).

dynamic construction of mesh networks.The control signaling are performed in an out-band manner225

e.g. over LTE macro cell. Such mechanism is explained in details below.226

2.4. C-plane for SDN-based mesh construction227

Dynamic control in the conventional wireless mesh network was mainly based on the IEEE228

802.11s standard or OLSR (Optimized Link State Routing) protocol. However, in this in-band method229

as depicted in Fig. 4, since C-plane and U-plane share the same media to optimize the network, it may230

take several tens of seconds to several hundreds of seconds to accomplish a phase of optimization.231

The performance is further worsen when the size of the network increases and prevents dynamic232

control of a large scale wireless mesh network like our considered scenario. More specifically, in-band233

C-plane (using the same small coverage mmWave interface) yields unwanted control latency due to234

multi-hop communications to the controller, that reduces the resiliency of the networks in adaptation235

to environment changes significantly. Therefore, this paper employs out-of-band C-plane via direct236

communication with a large coverage LTE macro as depicted in Fig. 5. On contrary to the in-band237

method, the out-of-band C-plane make the networks more resilient to environment changes owing238

to faster adaptation rate incurred from lower control latency. It would be more beneficial for SDN239

technology [33] to be employed in our considered ODC scenario. In fact, the SDN control of the240

wireless mesh network based on the out-of-band control plane can succeed in making the network241

more resilient to environment changes as will be shown in Table 3.242

As explained above, the dynamicity of the traffic distribution thus the dynamicity of the meshed243

network transformation, necessitates the separation of the C-plane (control plane) and the U-plane244

(data plane) into different frequency bands. Specifically, this paper adopts out-of-band C-plane via245

macro LTE to support higher C-plane’s delay requirement in our study. Here, the macro base station’s246

carrier of 2GHz band is adopted as the frequency band used for the control plane to guarantee a247

large coverage in order to centrally manage context information necessary for the C-plane. Also, in248

general, the load of the control plane is sufficiently smaller than that of the U-plane, so narrow band249

communications at 2GHz band is sufficient.250

Detailed explanation about the signaling over the adopted out-of-band C-plane for operating251

the functionality of the SDN controller is depicted in Fig. 6, where MANO (Management and252

Network Orchestration) denotes the controller. The controller located behind the C-plane has three253
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Figure 5. Proposed out-of-band C-plane (Network centric ON).

*MANO: Management and Network Orchestration (Controller)

Figure 6. Functionalities of the controller (MANO) and signaling over out-of-band C-plane.
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Table 1. Simulation parameters.

Parameter LTE mmW SC-BS
Carrier freq. 2GHz 60GHz
Bandwidth 10MHz 2× 2.16GHz

Antenna height 25m 4m/25m (SC-BS/GW)
Antenna gain 17dBi 26dBi

Tx power 46dBm 10dBm
Path loss 3GPP [5]

Beam pattern 3GPP 802.11ad
No. of BSs 1 90
Noise level 174dBm/Hz

functionalities: context management framework, an optimizer and a SDN controller. The context254

management framework will gather information about traffic distribution etc. The meshed network255

structure is optimized by the optimizer. SDN controller sends commands to AP and UE via the C-plane256

downlink to establish the meshed network as well as the association of UE to a SC-BS in a deterministic257

way. Detailed interaction between different entities in this figure is explained below. First, the user’s258

request e.g. traffic demand is reported to the network via the 2GHz band C-plane uplink. Furthermore,259

the network can predict the user’s U-plane radio condition as well as position based on measured260

RSSI (Received Signal Strength Indicator) and GPS (Global Positioning System) etc. Nowadays, there261

are rigorous research activities to enhance accuracies of such context information and details are our262

of scope of this paper. The context management framework inside the controller gather such context263

information i.e. traffic demands, UEs’ positions etc. Based on the information, the optimizer analyzes264

the traffic load of the entire network and calculates the optimum backhaul path as explained in Sect.265

2.3. Again, based on the optimization results, the optimum backhaul path information is then delivered266

as the commands from the SDN controller to all APs using the 2GHz band C-plane downlink. Finally,267

the data from the application server is transferred to the host AP accommodating specific users via268

the constructed mmWave meshed backhaul. In addition, the method of performing power control269

using an out-of-band C-plane is called “network centric ON” method and that using the conventional270

in-band C-plane is called “user centric ON” in this paper.271

2.5. Numerical results272

This section presents numerical analysis results of the proposed traffic adaptive construction273

of mmWave meshed backhaul. In our simulation, we deployed several macro cells with inter-site274

distance (ISD) of 500m in the 4 square kilometer areas depicted in Fig. 1. Only one macro cell at the275

center is selected for evaluation and the other surrounding ones work as LTE interference sources.276

Simulation parameters are summarized in Table 1.277

Examples of the formed mmWave meshed networks are shown in Fig. 7. As there are few users278

in the evaluation area at 3AM, only a few mmWave SC-BSs are activated. In this case, since there are279

enough resource blocks in the LTE, most of the users are connected to the macro BS, while users with280

very high traffic demand at the right-bottom activate SC-BSs. On the other hand at 3PM, a hotspot281

appears in the upper-left zone. We can see some backhaul links formed from gateway to the hotspot,282

showing the effectiveness of the proposed traffic adaptive construction of mmWave meshed backhaul283

against the locally intensive traffic.284

This effect is evaluated quantitatively by an indicator called satisfaction ratio. It is defined as285

the portion of demanded traffic is completely delivered to UEs through the mesh networks. In our286

evaluation, we considered three mechanisms for decision of ON/OFF status of SC-BSs. The proposed287

approach in this paper is called “Network centric ON”. For comparison, “User centric ON” scheme288

deactivates a SC-BS if and only if there is no UEs within its vicinity. It means that even if there is289
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only one UE selects the AP as the anchored SC-BS, it will not be deactivated. The other comparison290

scheme is called “Always ON”, which literally activates all SC-BSs permanently. Our evaluation result291

shows that all the three schemes can successfully deliver all demanded traffic towards UEs. In other292

words, our proposed “Network centric ON” scheme is equivalent to the other conventional schemes293

in terms of network capacity, regardless of many deactivated SC-BSs. It is owing to the capability294

of route multiplexing of the proposed scheme especially against intensive traffic time. Therefore,295

without sacrificing network performance, the proposed scheme is more energy-efficient than the other296

comparison schemes.297

The analysis of power consumption is shown in Fig. 8. The figure shows the performance of298

total power consumption against dynamic traffic variation throughout a day. The power consumption299

includes both of the access and backhaul, which is defined as ∑NS
i (Non

i Pon + Noff
i Poff), where Non

i and300

Noff
i represent the number of ON sectors and that of OFF sectors of the ith mmWave SC-BS respectively.301

From the figure, the effectiveness of the traffic and energy management algorithm is obvious especially302

in midnight. Roughly speaking, the proposed scheme reduces the energy consumption by a factor of303

half.304

3. SDN-Based Implementation As A Proof-Of-Concept305

A testbed is constructed to verify the effectiveness of our proposed scheme. The testbed306

architecture is explained in Sect. 3.1. Using the testbed, several experiments are conducted. First,307

Sect. 3.2 shows that the testbed validly works in real environment with its resiliency functionality. In308

the next step, we apply the proposed dynamic mesh construction method to the testbed in Sect. 3.3309

and preliminary results are achieved to demonstrate the effect of route multiplexing of the proposed310

algorithm against intensive traffic. It should be noted that due to the limitation in the scale of the311

testbed, measurements on the effect of reducing power consumption through dynamic ON/OFF312

remain as our future works.313

3.1. SDN-based mesh backhaul architectural principles314

As a proof of concept for a SDN-based mmWave mesh network, we deploy a testbed environment315

composed by 4 mesh nodes and an additional node, responsible for the SDN controller functionalities.316

Each node is a Gigabyte GB-BKi7HA-7500 mini-PC, running Ubuntu 16.04 LTS with Linux kernel317

version 4.4.0-36-generic. Each mini-PC has 16GB RAM and a 3.5GHz Intel processor. In addition, we318

install 2 IEEE 802.11ad WiGig dongles from Panasonic Inc. Japan on each mesh node. The dongles are319

configured with MCS9 (Modulation and Coding Scheme), whose theoretical physical layer (PHY) rate320

can be referred to [30]. In addition, they can only operate on the two middle channels e.g. #2 and #3,321

among the 4 channels of IEEE 802.11ad.322

As depicted in Fig. 9, Node 1 (N1) has a link with Node 2 (N2) in channel #2, and a second link323

with Node 3 (N3) in channel #3. Additionally, Node 4 (N4) is connected to N2 in channel #3 and to N3324

in channel #2. Here, the channels are switched to avoid inter-link interference. For each link, one end325

has the IEEE 802.11ad module configured to operate in AP (access point) mode, while the other is in326

UE (station) mode. A corresponding photo of the constructed testbed is shown in Fig. 10.327

To enable the management of the mesh nodes through the SDN controller we install Open vSwitch328

(OVS) [34] 2.7.0 as an OpenFlow-enabled software switch, and added the WiGig interfaces as switch329

ports. The built SDN controller is based on OpenDaylight (ODL) [35] and features modules that330

support the installation of OpenFlow forwarding rules through its Southbound API (Application331

Programming Interface), along with a Northbound API which can be used for issuing configuration332

commands from network management applications. The communication between the controller and333

the mesh nodes is performed through an out-of-band Ethernet channel.334

Given our testing topology, and for the easiness of understanding the upcoming results, we335

present the maximum throughput and latency values with no background traffic on 1 and 2 hops in336

Table 2.337
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(a) Formed mmWave meshed network at AM 3:00.

(b) Formed mmWave meshed network at PM 3:00.

Figure 7. Example of traffic adaptive formation of mmWave meshed backhaul.
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Figure 8. Numerical performance of total energy consumption.

Server

Client

Figure 9. Used testbed topology.
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Figure 10. Photo of mmWave meshed network testbed.

3.2. MmWave mesh backhaul resiliency338

Due the physical properties of mmWave links, often a network can suffer from temporary link339

failures due to loss of connectivity, caused by obstacle blockage, for example. While long-lasting link340

failures can be detected and repaired by the SDN controller (by computing a new network path and341

re-routing the traffic, for example), short failures might not be able to be promptly detected by the342

controller or, by the time the controller detects the failure and computes a new network configuration,343

the disruption caused by the failure can already be over.344

For short-lasting link failures, the network should be able to react locally and re-route its traffic345

to an active link. OpenFlow (OF) groups allow the specification of different instruction sets to deal346

with a single forwarding rule (action buckets). In addition, it is possible to choose different group347

types, allowing different criteria for selecting the used bucket. As a solution to provide resiliency348

when multiple links are available, a fast-failover (FF) group type can be used. When using FF, a349

packet is sent to the first live bucket. The criteria for deciding the liveness state of each bucket is350

then implementation-specific. OVS allows the usage of the Bidirectional-forwarding detection (BFD)351

protocol [36] to monitor the managed links’ states. With BFD, the link status can be monitored by352

sending probe packets on each link periodically. The port is considered down if 3 packets are not353

received. The probing time can be adjusted, taking around 3 times the configured interval to notify a354

port as down. Thus, a shorter BFD monitoring interval yields a faster detection of down states, at the355

cost of increased traffic and processing overhead. In opposite, a high interval is not suitable to promptly356

detect a failure [37,38]. [39] explored the robustness in OF-based Software-defined Wireless Networks.357

This work proposed a multi-path aware solution for the OF controller channel. Experimental work358

with SDN in wireless and fast-failover using BFD had been reported in [40], where the recovery times of359

Table 2. Baseline latency and maximum throughput values.

Path Throughput (Gbps) RTT (ms)
N1-N2 1.51 0.835

N1-N2-N4 1.51 1.088
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Figure 11. Measured throughput in N4 with different BFD intervals.

IEEE 802.11ac links is measured, by using different BFD intervals. Resiliency with BFD over mmWave360

bands is covered within emulated environments in [38] and [41], and with testbed measurements in361

[23].362

In order to investigate the behavior of BFD with different monitoring intervals, we evaluate its363

behavior when applying different amounts of data traffic in the used links (between 10Mbps and364

1.5Gbps), while varying the BFD interval between 1ms and 20ms. For that, we generate traffic from N1365

to N4 by using an internal OVS network interface, using iperf [42] as a traffic generator, by creating366

an UDP (User Datagram Protocol) flow with 7882byte packets with the desired bitrate during 10s.367

The evaluation of TCP (Transmission Control Protocol) over mmWave links brings additional set of368

parameters to configure (e.g. congestion control protocol), increasing the evaluation’ s complexity,369

which is out of the scope of this work. The used topology allows the usage of 2 different link-disjoint370

paths, N1-N2-N4 (path 1) and N1-N3-N4 (path 2). To monitor the link state, we configure BFD between371

the interfaces connecting N1-N2 and N1-N3, respectively. In addition, the network throughput is372

measured with tshark, by capturing incoming traffic on both its mmWave interfaces.373

The results for the different measured throughput values in the traffic client are presented in374

Fig. 11. For all the used UDP flow rates, it is possible to observe a significant throughput degradation375

when using 1, 3 and 5ms BFD monitoring intervals. Contrariwise, the throughput always reached the376

desired values with the 10, 15 and 20ms intervals. As the detection intervals are decreased, the amount377

of monitoring BFD packets increase and, at the same time, the packet processing latency thresholds378

decrease (e.g. approximately 3ms when using a 1ms interval). When adding data traffic in the same379

interface used to monitor link failures, the monitoring packets are subject to additional processing or380

queuing delays, which can negatively affect the delivery of monitoring packets within the allowed381

intervals, causing false positive link failures [38]. This phenomenon is illustrated in Fig. 12, where the382

data rate on both interfaces of N1 is plotted over an iteration using an 1 Gbps flow, using an 1ms and383

20ms BFD intervals. With 1 ms, whenever the primary interface of N1 is falsely set as down, often it is384

possible to transition to its second interface (with the cost of a short packet transmission disruption).385
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Figure 12. Throughput over time for an 1 Gbps UDP flow.

However, it is also possible that both interfaces can be falsely set as down simultaneously, causing386

a total failure on the data transmission. With the 20ms BFD interval, there are no interruptions on387

the ongoing traffic, as the higher interval allows a higher protection against eventual delay surges in388

the monitored links. In conclusion, the 10, 15 and 20ms BFD detection intervals were selected as a389

configuration baseline for upcoming experiments using BFD fast failover.390

The second main goal of this evaluation is focused on the accessing how fast can a link recover391

from a failure, when using the following resilience mechanisms:392

• Fast-Failover reconfiguration: Initially both N1 interfaces are alive, staying active during the393

first 5s, with network traffic routed through the first active group bucket i.e. N1-N2 link . The N2394

interface of the N1-N2 link is then disabled by using ifconfig command after 5s, and re-enabled395

after 1s, leaving all the N1 links active until the end of the experiment. With this approach, the396

network traffic is sent through path 1 (N1-N2-N4), until BFD changes N1’s interface state to397

down, and consequently sending packets through path 2 (N1-N3-N4) due to the FF configuration.398

The usage of path 1 usage is then resumed when the disabled interface is reactivated. A 10, 15399

and 20ms BFD monitoring intervals were used in this scenario;400

• SDN Controller triggered reconfiguration: Flow forwarding rules are initially installed,401

forwarding the traffic from N1 to N4 through N2. After 5s, the controller modifies the forwarding402

rules rules in N1 and N4 to forward packets via N3. The N2 interface of the N1-N2 is then403

disabled during 1s. The controller sets all the flows to the initial state after the N2 interface is404

reactivated. These experiments can represent a scenario where the controller has knowledge405

of an upcoming failure, reconfiguring the network before it happens (e.g. prediction of link406

disruption due to obstacle blockage).407

• No Failover: Similar initial forwarding rules are installed as previously described (traffic408

between N1 and N4 is forwarded through N2). However, when the N2 interface is disabled, no409

reconfiguration operation is triggered.410
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Table 3. Interruption time against different resilience mechanisms.

Failover Mean (ms) Stdev (ms)
BFD 10 ms 31.18 ± 3.04
BFD 15 ms 45.68 ± 6.23
BFD 20 ms 58.86 ± 6.31

SDN Controller 6.14 ± 0.87
No Failover 1226.99 ± 18.07

For every scenario, when having a 1Gbps flow transmitted from N1 to N4, we measured the411

packet transmission interruption time after the link failure. It corresponds to the interval without any412

received packets in N4 after the N2 interface is disabled. Table 3 presents the average interruption413

times. With Fast Failover and BFD, the mean values are almost 3 times the configured interval on all the414

scenarios. In some occasions, the internal BFD timer starts with the last echo packet sent before the link415

failure, resulting in values shorter than 3 times the BFD interval. Without using any mechanisms like416

failover, the average interruption time reaches 1.2s approximately for every scenario, which include417

the link down period of 1s. The additional delay is due to the overhead the interface needs to take418

to re-establish connectivity with N1 [40]. The transition from one interface to another was almost419

instantaneous after receiving the OF flow installation command when using the SDN controller for420

reconfiguration. It guarantees that the existing traffic was not forwarded through an inactive link.421

3.3. MmWave mesh backhaul route multiplexing against intensive traffic422

The dedicated C-plane design for the testbed in this section is provided in Fig. 13. In this423

experiment, a virtual user is created by VUM (Virtual User Manager) and requests data from the server424

stochastically. The distribution of the instantaneous traffic demand follows a Gamma distribution as in425

[16], with the average traffic value of 25Mbps. The data transfer is performed through the data plane426

e.g. WiGig link. Since macro LTE is not available, the C-plane for SDN orchestration is performed via427

Ethernet instead. The orchestrator calculates the optimum route of the mesh backhaul network and428

transfers it to the OVS of each small cell base station via the SDN controller.429

In order to verify the operation of our proposed SDN-based meshed network construction over430

the testbed, the following experiment is conducted. We have set up 100 virtual users distributed in431

the implemented network, of which ρ is distributed to AP2 (N2) and the remaining 1− ρ is equally432

distributed to AP3 (N3) and AP4 (N4). By controlling the ratio ρ, we can simulate the situation of dense433

hotspot at AP2 (N2), where route multiplexing is required. To show the benefit of the proposed method,434

the experiments were conducted in two scenarios with and without backhaul route multiplexing.435

The results of verification in the range of 0.33 ≤ ρ ≤ 1 are shown in Fig. 14. Blue line and orange436

line show the results of with and without backhaul route multiplexing respectively. In the case of437

none, the system satisfaction degree defined as the ratio of the total delivered traffic over the total438

demanded traffic decreases as more users are concentrated at AP2 (N2). On the other hand, we are able439

to maintain a satisfaction level of 97% to 98% when our proposed method is applied. The reason why440

it cannot reach perfect delivery is due to the UDP protocol employed, where a part of failed packets is441

discarded without being retransmitted.442

443

3.4. Future Works444

In future works, we plan to conduct outdoor experiments using the developed testbed. More445

measurement results in practical environments will be derived to investigate other functionalities446

of the testbed including network construction time, power consumption etc. A part of our ongoing447

investigation will be presented in [43].448
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Figure 13. System configuration of each AP.

4. Conclusions449

This paper proposed a novel method to control mmWave meshed backhaul for efficient operation450

of mmWave overlay 5G HetNet through SDN technology. Our algorithm was featured by two451

functionalities, i.e. backhauling route multiplexing for overloaded mmWave SC-BSs and dynamic452

deactivation of SC-BSs for underloaded spot. The effectiveness of the proposed meshed network453

was confirmed by both numerical analyses and experimental results. Numerical results showed that454

the proposed algorithm can cope with the locally intensive traffic and reduce energy consumption.455

Especially, we were first to establish a WiGig device based testbed to demonstrate the proposed method.456

Preliminary measurement results confirmed the proposed dynamic formation of the meshed network’s457

efficiency.458
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