Numerical study for fractional model of nonlinear predator-prey biological population dynamic system
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Abstract. The key objective of the present paper is to propose a numerical scheme based on the homotopy analysis transform technique to analyze the time-fractional nonlinear predator-prey population model. The population model is coupled fractional order nonlinear partial differential equations often employed to narrate the dynamics of biological systems in which two species interact, first is a predator and the second is a prey. The proposed scheme provides the series solution with great freedom and flexibility by choosing appropriate parameters. The convergence of results is free from small or large parameters. Three examples are discussed to demonstrate the correctness and efficiency of the used computational approach.
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1. Introduction

The fractional calculus concerns with the integral and derivative operators of arbitrary order. The history of fractional calculus is nearly same as the differential calculus; its period can be stretched from 16\textsuperscript{th} century when the derivative of order $\alpha = 1/2$ was explained by Leibnitz \cite{1}. There are many monographs \cite{2-3} that contains a detail account of fractional calculus and its various related issues. Fractional calculus is an aid for describing natural phenomena of non-local nature. The fractional model of population growth is formulated in \cite{4} which is very useful in abnormal situations.

In nowadays, ample interest in differential equations of fractional order has been triggered due to their large number of utilities in modeling of many engineering and scientific processes \cite{5-11}. In comparison of the standard differential equations, in which derivatives depend only on the local nature of the function, differential equations having fractional order assemble the complete information of the function in a weighted form. This is well known as memory effect. The examination of fractional generalization of differential equation is much completed.

In this work, we put up the combined form of homotopy analysis method (HAM) and classical Laplace transform to produce a modified algorithm termed as the homotopy analysis transform method (HATM) \cite{12-15} to analyze the time-fractional nonlinear predator-prey population model. HAM was advised by Liao \cite{16-20} a researcher of Shanghi Jiao Tong University in his PhD thesis in 1992. A monograph by Liao systematically presents the fundamental theory of the HAM, its connection with other analytic approaches, and some of its importance in scientific and engineering areas \cite{21}. 
The dynamical connection between predator and prey is the main issue in ecology and mathematical sciences. The considerable development in population dynamic was presented independently by many research workers [22-23]. They formulated firstly the mathematical model of predator-prey type. In an attempt author of [24] formulated a mathematical equation namely logistic equation by using principle of population. First of all a systematic explanation of population dynamics was given by the author of [25] in his report. In a work author of [26] investigated a predator-prey model along with Michaelis-Menten type. Much more remarkable research work was conducted by many scientists and they improved and modified these types of mathematical models by using different methodologies [27-34]. In a recent work the fractional model of predator-prey system is solved by using homotopy perturbation technique [35].

We appraise the two-species competitive model by taking into consideration population of prey and population of predator \( v \). For population of prey \( u \rightarrow 2u \), having the rate \( \lambda, \lambda > 0 \) indicates the rate of natural birth. For population of predator \( v \rightarrow 0 \), having the rate \( \mu, \mu > 0 \) stands for the rate of natural death. The connected term between predator and prey populations is \( u + v \rightarrow 2v \), at rate \( \sigma \), parameter \( \sigma \) designate the competitive rate. In view of an extensively accepted theory of fractional biological population models, the mathematical model of a predator-prey system of fractional order can be illustrated as

\[
\begin{align*}
\frac{\partial^\rho \xi}{\partial t^\rho} & = \frac{\partial^2 \xi}{\partial x^2} + \frac{\partial^2 \xi}{\partial y^2} + \lambda \xi - \sigma \xi \eta, \quad \xi(x, y, 0) = \varphi(x, y), \\
\frac{\partial^\beta \eta}{\partial t^\beta} & = \frac{\partial^2 \eta}{\partial x^2} + \frac{\partial^2 \eta}{\partial y^2} + \sigma \xi \eta - \mu \eta, \quad \eta(x, y, 0) = \phi(x, y).
\end{align*}
\]  

(1)

In the above Eq. (1) \( t > 0, x, y \in \mathbb{R}, \lambda, \sigma, \mu > 0 \), the function \( \xi \) represents the density of prey population and the function \( \eta \) indicates the density of predator population, \( \varphi(x, y), \phi(x, y) \) indicates initial conditions for the growth of population.
The objective of this article is to enhance the utilization of homotopy analysis transform technique (HATT) to investigate the nonlinear predator-prey biological population dynamical system of fractional order. The advantage of the suggested computational scheme is that it provides a system of creating a set of base functions and yields the high order deformation equations in simpler, linear sub problems by choosing appropriate initial approximations.

2. Basic definitions

**Definition 1.** The Riemann-Liouville (RL) integral of arbitrary order $\rho > 0$, of a function $\xi(t) \in C_\mu$, $\mu \geq -1$ is given as follows

$$J^\rho \xi(t) = \frac{1}{\Gamma(\rho)} \int_0^t (t-z)^{\rho-1} \xi(z)dz, \ (\rho > 0)$$

(2)

$$J^0 \xi(t) = \xi(t).$$

(3)

for the RL fractional integral, the following results hold

(i) $J^{\rho_1} J^{\rho_2} \xi(t) = J^{\rho_1 + \rho_2} \xi(t),$

(ii) $J^{\rho_1} J^{\rho_2} \xi(t) = J^{\rho_2} J^{\rho_1} \xi(t),$

(iii) $J^{\rho} t^\delta = \frac{\Gamma(\delta+1)}{\Gamma(\rho+\delta+1)}.$

(4)

**Definition 2.** The derivative of fractional order of $\xi(t)$ proposed by Caputo is given as [36]:

$$D^n \xi(t) = J^{n-\rho} D^n \xi(t)$$

$$= \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-z)^{n-\rho-1} \xi^n(z)dz,$$

(5)

for $n-1 < \rho \leq n$, $n \in N$, $t > 0$, $\xi \in C_{-1}^n$, $\xi \in C^n_\mu$, $\mu \geq -1$, then the following result holds
In the present work we employ the fractional derivative termed in Caputo due to its ability to permit the traditional initial and boundary conditions involved in the mathematical modelling.

**Definition 3.** For the smallest integer \( r \) that exceeds \( \rho \), the derivative of arbitrary order introduced by Caputo of order \( \rho > 0 \) is given as follows

\[
D^\rho \xi(x,t) = \frac{\partial^\rho \xi(x,t)}{\partial t^\rho} = \begin{cases} 
\frac{1}{\Gamma(r-\rho)} \int_0^t (t-\gamma)^{r-\rho-1} \frac{\partial^r \xi(x,t)}{\partial \gamma^r} d\gamma, & \text{for } r-1 < \rho < r \\
\frac{\partial^r \xi(x,t)}{\partial t^r}, & \text{for } \rho = r \in N
\end{cases}
\]  

(7)

**Definition 4.** Suppose \( \xi(t) \) be function of \( t \) then the Laplace transform (LT) of \( \xi(t) \) is expressed by

\[
L\{\xi(t),s\} = \tilde{\xi}(s) = \int_0^\infty e^{-st} \xi(t) \, dt,
\]

(8)

If \( n \in N \), then LT is given as

\[
L\left]\frac{d^n}{dx^n} \xi; s\right] = \frac{s^n}{\Gamma(n+1)} \tilde{\xi}(s) = s^n \tilde{\xi}(s) - \sum_{r=0}^{n-1} s^{n-r-1} \xi^{(r)}(0^+),
\]

(9)

or the LT of Caputo derivative [36,37] is expressed in the form

\[
L[D^\rho \xi(t)] = s^\rho L[\xi(t)] - \sum_{r=0}^{n-1} s^{\rho-r-1} \xi^{(r)}(0^+), n-1 < \rho \leq n.
\]

(10)

3. **Basic concept of homotopy analysis transform technique**

We assume a nonlinear PDE involving fractional derivative of the form:

\[
D_i^\rho \xi + R \xi + N \xi = a(t), \quad n-1 < \rho \leq n.
\]

(11)
In Eq. (11) \( D^\rho_t \xi \) is representing the fractional derivative of \( \xi \) understood in Caputo sense, \( R \) is standing for the linear differential operator, \( N \) is indicating the general nonlinear differential operator and \( a(t) \) is representing the term due to source.

By putting the LT operator on Eq. (11), we get

\[
L[D^\rho_t \xi] + L[R \xi] + L[N \xi] = L[a(t)].
\]  

(12)

Employing the fractional differentiation formula the LT, we obtain

\[
s^\rho L[\xi] - \sum_{k=0}^{n-1} s^{\rho-k-1} \xi^{(k)}(0) + L[R \xi] + L[N \xi] = L[a(t)].
\]  

(13)

If we simplify the Eq. (13), it gives

\[
L[\xi] - \frac{1}{s^\rho} \sum_{k=0}^{n-1} s^{\rho-k-1} \xi^{(k)}(0) + \frac{1}{s^\rho} [L[R \xi] + L[N \xi] - L[a(t)]] = 0.
\]  

(14)

We interpret the nonlinear operator

\[
N[\theta(t; z)] = L[\theta(t; z)] - \frac{1}{s^\rho} \sum_{k=0}^{n-1} s^{\rho-k-1} \theta^{(k)}(t; z)(0^+) + \frac{1}{s^\rho} [L[R \theta(t; z)] + L[N \theta(t; z)] - L[a(t)]],
\]  

(15)

where \( z \in [0,1] \) and \( \theta(t; z) \) is a real function of \( t \) and \( z \). We develop a homotopy as

\[
(1 - z) L[\theta(t; z) - \xi_0(t)] = \hbar z N[\xi(t)],
\]  

(16)

In the expression (16) \( L \) is indicating the LT operator, \( z \in [0,1] \) is denoting the embedding parameter, \( \hbar \neq 0 \) is standing for an auxiliary parameter, \( \xi_0 \) is denoting an initial guess of \( \xi \) and \( \theta(t; z) \) is indicating an unknown function. Clearly, when the embedding parameter \( z = 0 \) and \( z = 1 \), it yields

\[
\theta(t; 0) = \xi_0(t), \quad \theta(t; 1) = \xi(t),
\]  

(17)
respectively. It is to be noticed that as \( z \) increases form 0 to 1, the solution \( \mathcal{H}(t; z) \) converts from the initial guess \( \xi_0 \) to the solution \( \xi \). Now using the Taylor theorem we write the \( \mathcal{H}(t; z) \) in series form given below

\[
\mathcal{H}(t; z) = \xi_0(t) + \sum_{m=1}^{\infty} \xi_m(t) z^m,
\]

where

\[
\xi_m(t) = \frac{1}{m!} \left. \frac{\partial^m \mathcal{H}(t; q)}{\partial z^m} \right|_{z=0}.
\]

If the initial approximation of the solution and the parameter \( \hat{h} \) are taken in well manner, the series (18) converges at \( z = 1 \), then we have the subsequent series solution of the given nonlinear equation of fractional order

\[
\tilde{\xi} = \tilde{\xi}_0 + \sum_{m=1}^{\infty} \tilde{\xi}_m.
\]

Making use of (20), the governing equation can be derived from the Eq. (16).

Now we define the following vectors

\[
\bar{\xi}_m = \{\xi_0, \xi_1, \ldots, \xi_m\}.
\]

On differentiation of the Eq. (16) \( m \)-times w.r.t. \( z \) and then division them by \( m! \) and then putting \( \hat{z} = 0 \), we arrive at the following result:

\[
L[\bar{\xi}_m - \chi_m\bar{\xi}_{m-1}] = \hat{h} \Re_m(\bar{\xi}_{m-1}).
\]

Applying the inverse LT, we get the following result

\[
\bar{\xi}_m = \chi_m\bar{\xi}_{m-1} + \hat{h} L^{-1}\left[\Re_m(\bar{\xi}_{m-1})\right],
\]

where
\begin{equation}
\mathcal{R}_m(\xi_{m-1}) = \frac{1}{(m-1)!} \frac{\partial^{m-1} N[\mathcal{G}(t; z)]}{\partial z^{m-1}} \bigg|_{z=0},
\end{equation}

and

\begin{equation}
\chi_m = \begin{cases} 
0, & m \leq 1, \\
1, & m > 1.
\end{cases}
\end{equation}

4. Implementation of the method

Here we apply the HATT to examine the fractional predator-prey system given in Eq. (1). We express the nonlinear operator as

\begin{equation}
N_1[\mathcal{G}_1(x, y, t; z), \mathcal{G}_2(x, y, t; z)]
= L[\mathcal{G}_1(x, y, t; z)] - (1 - \chi_m) \frac{1}{s} \phi(x, y) - \frac{1}{s^{\alpha}} L \left[ \frac{\partial^2 \mathcal{G}_1}{\partial x^2} + \frac{\partial^2 \mathcal{G}_1}{\partial y^2} + \lambda \mathcal{G}_1 - \sigma \mathcal{G}_1 \mathcal{G}_2 \right],
\end{equation}

and

\begin{equation}
N_2[\mathcal{G}_1(x, y, t; z), \mathcal{G}_2(x, y, t; z)]
= L[\mathcal{G}_2(x, y, t; z)] - (1 - \chi_m) \frac{1}{s} \phi(x, y) - \frac{1}{s^{\beta}} L \left[ \frac{\partial^2 \mathcal{G}_2}{\partial x^2} + \frac{\partial^2 \mathcal{G}_2}{\partial y^2} + \sigma \mathcal{G}_1 \mathcal{G}_2 - \mu \mathcal{G}_2 \right].
\end{equation}

Further the LT operators are written as

\begin{equation}
L[\xi_m(x, y, t)] - \chi_m \xi_{m-1}(x, y, t) = hR_{1,m}[\xi_{m-1}, \eta_{m-1}],
\end{equation}

and

\begin{equation}
L[\eta_m(x, y, t)] - \chi_m \eta_{m-1}(x, y, t) = hR_{2,m}[\xi_{m-1}, \eta_{m-1}].
\end{equation}

In the above Eqs. (28) and (29), the \( R_{1,m}[\xi_{m-1}, \eta_{m-1}] \) and \( R_{2,m}[\xi_{m-1}, \eta_{m-1}] \) are expressed as

\begin{equation}
R_{1,m}[\xi_{m-1}, \eta_{m-1}] = L[\xi_{m-1}(x, y, t)] - (1 - \chi_m) \frac{1}{s} \xi_0 - \frac{1}{s^{\alpha}} L \left[ \frac{\partial^2 \xi_{m-1}}{\partial x^2} + \frac{\partial^2 \xi_{m-1}}{\partial y^2} + \lambda \xi_{m-1} - \sigma \sum_{i=0}^{m-1} \xi_i \eta_{m-1-i} \right],
\end{equation}
and

\[
\begin{align*}
R_{2,m}\left[\tilde{\xi}_{m-1}, \eta_{m-1}\right] &= L\left[\eta_{m-1}(x, y, t)\right] - \left(1 - \chi_m\right)\frac{1}{s}\eta_0 \\
&- \frac{1}{s^2} L\left\{\frac{\partial^2 \eta_{m-1}}{\partial x^2} + \frac{\partial^2 \eta_{m-1}}{\partial y^2} + \sigma \sum_{i=0}^{m-1} \xi_i \eta_{m-1-i} - \mu \eta_{m-1}\right\}. \tag{31}
\end{align*}
\]

It is obvious that the solution of Eqs. (28) and (29) for, \( m \geq 1 \) becomes

\[
\tilde{\xi}_m = \chi_m \tilde{\xi}_{m-1} + hL^{-1}\{R_{1,m}\left[\tilde{\xi}_{m-1}, \eta_{m-1}\right]\}, \tag{32}
\]

and

\[
\eta_m = \chi_m \eta_{m-1} + hL^{-1}\{R_{2,m}\left[\tilde{\xi}_{m-1}, \eta_{m-1}\right]\}. \tag{33}
\]

The approximate solutions of the original Eq. (1) can be expressed as

\[
\tilde{\xi} = \sum_{r=0}^{\infty} \tilde{\xi}_r, \tag{34}
\]

and

\[
\eta = \sum_{r=0}^{\infty} \eta_r. \tag{35}
\]

5. Numerical simulation for fractional model of Predator-Prey system

In order to show and effectiveness and correctness of the HATT for analyzing the fractional model of nonlinear partial differential equation, we apply it to the subsequent several initial conditions problems.

Case 1. Firstly, we take the predator-prey system of fractional order along with the constant initial conditions

\[
\tilde{\xi}(x, y, 0) = \tilde{\xi}_0, \quad \eta(x, y, 0) = \eta_0. \tag{36}
\]

By appealing to the HATT to solve the Eqs. (32) and (33) with initial condition (36) we get the following results
\( \xi(x, y, 0) = \xi_0 \), \( \eta(x, y, 0) = \eta_0 \),

\[
\begin{align*}
\xi_1 &= -\frac{h(\lambda \xi_0 - \sigma \xi_0 \eta_0) t^\rho}{\Gamma(\rho + 1)}, \\
\eta_1 &= -\frac{h(\sigma \xi_0 \eta_0 - \mu \eta_0) t^\beta}{\Gamma(\beta + 1)}, \\
\xi_2 &= -\frac{h(h + 1)(\lambda \xi_0 - \sigma \xi_0 \eta_0) t^\rho}{\Gamma(\rho + 1)} + \frac{h^2 \xi_0 (\lambda - \sigma \eta_0)^2 t^{2\rho}}{\Gamma(2\rho + 1)} + \frac{b h^2 \xi_0 \eta_0 (\mu - \sigma \xi_0) t^{\rho+\beta}}{\Gamma(\rho + \beta + 1)}, \\
\eta_2 &= -\frac{h(h + 1)(\sigma \xi_0 \eta_0 - \mu \eta_0) t^\beta}{\Gamma(\beta + 1)} + \frac{h^2 \eta_0 (\mu - \sigma \xi_0)^2 t^{2\beta}}{\Gamma(2\beta + 1)} + \frac{c h^2 \eta_0 \xi_0 (\lambda \xi_0 - \sigma \xi_0 \eta_0) t^{\rho+\beta}}{\Gamma(\rho + \beta + 1)},
\end{align*}
\]

(37)

In the same way the remaining terms can be obtained. The HATT solutions of the original Eq. (1) with the initial condition (36) obtained in series form as

\[
\xi = \xi_0 + \xi_1 + \xi_2 + \cdots, \quad \eta = \eta_0 + \eta_1 + \eta_2 + \cdots
\]

(38)

It’s clear to see the Figs. 1-4, initially prey population density increased up and after that it lower down with the increase in time t. Although in the same way predator population density always increases with the special variables with parameters we select in this problem. The numerical results found by the HATT are very near to the anomalous biological diffusion nature seen in the real world, with high accuracy at the third-term approximations.
Figure 1. Time evaluation of prey $\xi$ and predator $\eta$ population density for (38) when 
$\xi_0 = 100, \eta_0 = 5, \lambda = 0.08, \sigma = 0.04, \mu = 0.02$ and $h = -1$, with $\rho = \beta = 1$. 
Figure 2. Time evaluation of prey $\xi$ and predator $\eta$ population density for (38) when

$\xi_0 = 100, \eta_0 = 5, \lambda = 0.08, \sigma = 0.04, \mu = 0.02$ and $h = -1$, with $\rho = 1$ and $\beta = 0.85$. 
Figure 3. Time evaluation of prey $\xi$ and predator $\eta$ population density for (38) when $\xi_0=100, \eta_0=5, \lambda=0.08, \sigma=0.04, \mu=0.02$ and $h=-1$, with $\rho=0.85$ and $\beta=1$. 
Figure 4. Time evaluation of prey $\xi$ and predator $\eta$ population density for (38) when

$\xi_0 = 100, \eta_0 = 5, \lambda = 0.08, \sigma = 0.04, \mu = 0.02$ and $h = -1$, with $\rho = 0.95$ and $\beta = 0.60$.

Case 2. Secondly, we assume the predator-prey equation of fractional order having the initial conditions

$$\begin{align*}
\xi(x, y, 0) &= e^{x+y}, \\
\eta(x, y, 0) &= e^{x+y}.
\end{align*} \tag{39}$$

By using the HATT to solve the Eqs. (32) & (33) with initial conditions (39), we get

$$\begin{align*}
\xi_0 &= e^{x+y}, \\
\eta_0 &= e^{x+y}, \\
\xi_1 &= -\frac{he^{x+y}(2 + \lambda - \sigma e^{x+y}) t^\rho}{\Gamma(\rho+1)}, \\
\mu_1 &= -\frac{he^{x+y}(2 - \mu + \sigma e^{x+y}) t^\beta}{\Gamma(\beta+1)},
\end{align*}$$
\[
\xi_2 = -\frac{h(h+1)e^{x+y}(2 + \lambda - \sigma e^{x+y})t^{\alpha \rho}}{\Gamma(\rho + 1)} \quad + \quad \frac{h^2 e^{x+y}(2 \mu + \sigma e^{x+y})(\lambda - \sigma e^{x+y})}{\Gamma(2 \rho + 1)} \quad \frac{t^{2\rho}}{\Gamma(\rho + 1)},
\]

\[
\eta_2 = -\frac{h(h+1)e^{x+y}(2 - \mu + \sigma e^{x+y})t^{\beta}}{\Gamma(\beta + 1)} \quad + \quad \frac{h^2 e^{x+y}(2 - \mu + \sigma e^{x+y})(\sigma e^{x+y} - \mu) + 2(2 - \mu + 4\sigma e^{x+y})}{\Gamma(2 \beta + 1)} \quad \frac{t^{2\beta}}{\Gamma(\beta + 1)} \quad + \quad \frac{h^2 e^{2(x+y)}(2 + \lambda - \sigma e^{x+y})t^{\rho + \beta}}{\Gamma(\rho + \beta + 1)},
\]

\[
\vdots
\]

\[
\xi = \xi_0 + \xi_1 + \xi_2 + \cdots, \quad \eta = \eta_0 + \eta_1 + \eta_2 + \cdots
\]

In this manner the remaining terms can be achieved.

The HATT solutions of the Eq. (1) having the initial condition (39) obtained in series form as

\[
\xi = \xi_0 + \xi_1 + \xi_2 + \cdots, \quad \eta = \eta_0 + \eta_1 + \eta_2 + \cdots
\]

It’s clear to see the Figs. 5-8 that the fractional predator-prey model exist and continuous with special variables. But prey population density firstly increase with special variables we choose here and then decrease. Although in the same way predator density always increases with these special variables, these behaviors accordingly the same obtained from HPM [35] which is the special case of HATT. We observed that the behavior of prey population density infected by parameter \(\lambda\) and \(\sigma\), but increasing rate of predator density infected by parameter \(\sigma\) and \(\mu\), which closed with realistic results observed in the field, with high precision at the third iteration.
Figure 5. The shape presents the prey $\xi(x, y, t)$ population density with appropriate parameter for (41) when $\lambda = 0.8, \sigma = 0.04, \mu = 0.3, h = -1$ and $t = 0.65$, with $\rho = \beta = 1$. 
Figure 6. The shape presents predator $\eta(x, y, t)$ population density with appropriate parameter for (41) when $\lambda = 0.8, \sigma = 0.04, \mu = 0.3, h = -1$ and $t = 0.65$, with $\rho = \beta = 1$. 
Figure 7. The shape presents the prey $\xi(x, y, t)$ population density with appropriate parameter for (41) when $\lambda = 0.8, \sigma = 0.04, \mu = 0.3, h = -1$ and $t = 0.65$, with $\rho = 0.95$ and $\beta = 0.60$. 
Figure 8. The shape presents predator $\eta(x, y, t)$ population density with appropriate parameter for (41) when $\lambda = 0.8, \sigma = 0.04, \mu = 0.3, h = -1$ and $t = 0.65$, with $\alpha = 0.95$ and $\beta = 0.60$.

**Case 3.** Lastly, we take the predator-prey equation of fractional order having the initial conditions

$$
\xi(x, y, 0) = \sqrt{xy}, \quad \eta(x, y, 0) = e^{xy}.
$$

(42)

By using the HATT to solve the Eqs. (32) & (33) with initial condition (42) we get the following results

$$
\xi_0 = \sqrt{xy}, \quad \eta_0 = e^{xy},
$$

$$
\xi_1 = \frac{h(x^2 + y^2 - 4\lambda x^2 y^2 + 4\alpha\sqrt{xy} e^{xy})t^\rho}{4(xy)^{3/2} \Gamma(\rho+1)}, \quad \eta_1 = -\frac{he^{xy}(2 - \mu + \sigma\sqrt{xy})t^\beta}{\Gamma(\beta+1)},
$$

(43)

and so on, in this manner the remaining iterations can be achieved.
The HATT solutions of the Eq. (1) having the initial condition (42) obtained in series form is presented as

$$\xi = \xi_0 + \xi_1 + \xi_2 + \cdots, \quad \eta = \eta_0 + \eta_1 + \eta_2 + \cdots.$$  \hspace{1cm} (44)

We can observe from Figs. 9-12 that both population exit and increase with special variables and the behavior of prey population density infected by parameter $\lambda$ and $\sigma$, but increasing rate of predator density infected by parameter $\sigma$ and $\mu$, which closed with realistic results observed in the field, with accuracy at the second-term approximation. A higher number of iterations are needed to gain more approximation.

Figure 9. The shape presents the prey $\xi(x, y, t)$ population density with appropriate parameter for (44) when $\lambda = 0.02, \sigma = 0.06, \rho = 0.3, \beta = -1$ and $t = 0.5$ with $\rho = \beta = 1$. 
Figure 10. The shape presents predator $\eta(x, y, t)$ population density with appropriate parameter for (44) when $\lambda = 0.02, \sigma = 0.06, \mu = 0.3, h = -1$ and $t = 0.5$, with $\rho = \beta = 1$. 
Figure 11. The shape presents the prey $\xi(x, y, t)$ population density with appropriate parameter for (44) when $\lambda = 0.02, \sigma = 0.06, \mu = 0.3, h = -1$ and $t = 0.5$, with $\rho = 0.95$ and $\beta = 0.75$. 
Figure 12. The shape presents predator $\eta(x, y, t)$ population density with appropriate parameter for (44) when $\lambda = 0.02, \sigma = 0.06, \mu = 0.3, h = -1$ and $t = 0.5$, with $\rho = 0.95$ and $\beta = 0.75$.

6. Conclusions

In this study, the homotopy analysis transform technique has been efficiently put up to find the approximate solution which converges to the exact solution of time-fractional nonlinear predator-prey population model subject to initial conditions. It’s a significant outcome of these fractional ordered differential systems is that they give higher degree of freedom and flexibility in the mathematical modelling and graphs show that the solution of these fractional systems is not only depends on time, but also depends on the order of fractional derivatives. The parameters $\rho$ and $\beta$ allow to control the speed of the motion of solutions close to the equilibrium points. The HATT displays a very fast convergence of the HATT solution and can yield uniformly valid
approximation for both small and large parameters compared with standard perturbation method. The outcomes indicate that HATT a very strong and easy computational approach in obtaining analytical solution for various kinds of nonlinear fractional differential equations.
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