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9 Abstract: Educational data mining is an emerging discipline that focuses on development of
10 self-learning and adaptive methods. It is used for finding hidden patterns or intrinsic structures of
11 educational data. In the field of education, the heterogeneous data is involved and continuously
12 growing in the paradigm of big data. To extract meaningful knowledge adaptively from big
13 educational data, some specific data mining techniques are needed. This paper presents a
14 personalized e-learning system architecture which detects and responds teaching contents
15 according to the students’ learning capabilities. Furthermore, the clustering approach is also
16 presented to partition the students into different groups based on their learning behavior. The
17 primary objective includes the discovery of optimal settings, in which learners can improve their
18 learning capabilities to boost up their outcomes. Moreover, the administration can find essential
19 hidden patterns to bring the effective reforms in the existing system. The various clustering

20 methods K-means, Clustering by Fast Search and Finding of Density Peaks (CFSFDP), and CFSFDP
21 via Heat Diffusion (CFSFDP-HD) are also analyzed using educational data mining. It is observed
22 that more robust results can be achieved by the replacement of K-means with CFSFDP and
23 CFSFDP-HD. The proposed e-learning system using data mining techniques is vigorous compared

24 to typical e-learning systems. The data mining techniques are equally effective to analyze the big
25 data to make education systems robust.

26 Keywords: Big data; clustering; data mining; educational data mining; e-learning; profile learning.
27

28 1. Introduction

29 Educational data mining (EDM) is a new perspective in modern educational systems. It is
30  concerned with the study and development of new adaptive methods, instruments to artificially
31  analyze and visualize the hidden patterns or intrinsic structures in educational datasets. Mostly,
32 education related datasets contain structured, semi-structured and un-structured data with different
33 geographical distribution [1]. EDM has emerged as a promising area of research aimed to analyze
34  the intrinsic data structures, extracting hidden predictive information and finding insights into
35  educational datasets [2]. EDM can be defined as an application of data mining methods in the field of
36  education to exploit novel patterns and artificially analyze big data efficiently and effectively.

37 Recently, frontier technologies such as Internet of Things (IoT), sensors, artificial intelligence,
38  and social networks are being integrated with educational system for effective learning [3,4]. Web
39  based systems are computer-aided virtual form of instructions that are independent of geographical
40  location. Sensors and IoT generate huge amount of data that lead towards the big data dilemma [5].
41  However, big data has significant impact in scientific studies, public health, industrial applications,
42 and in the field of education [6-10]. In educational field, the huge amount of data provides a new
43  insight to improve the learning capabilities and decision making skills of teachers and students. The
44  educational data mining may play an important role to improve the education system by (1) refining

© 2018 by the author(s). Distributed under a Creative Commons CC BY license.


http://dx.doi.org/10.20944/preprints201808.0350.v1
http://creativecommons.org/licenses/by/4.0/

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 20 August 2018 d0i:10.20944/preprints201808.0350.v1

45  the individual based quality education, (2) discovering new areas of knowledge and finding
46  associations among different fields and (3) finding the new perspective in experimental data.

47 With the advancement in communication technologies, nowadays many smart devices and
48  sensors [11] are incorporated into educational systems to observe the overall behavior of the
49  education system. It contains rich information of people’s thoughts about different events in
50  semi-structured or unstructured form. Most of the web based learning methods are static and fail to
51  take into account the diversity of students. These virtual educational systems can be improved by
52 utilizing data mining techniques, in order to effectively meet the needs of diverse learners. In
53 general, there is a wide variety of data mining methods that can be applied in the field of education.
54 These methods can be categorized into classification, clustering, neural network, and relationship
55  manning. Clustering is a primary unsupervised approach to partition datasets into distinct groups
56  based on the estimated intrinsic characteristics or similarities [12] and has been applied in various
57  fields [13-19]. Clustering methods can be categorized as: partition-based, density-based,
58  model-based and hierarchy-based [20-24]. The traditional data mining techniques cannot be directly
59  applied to cope with the complexities of big data.

60  1.1. Research Objectives

61 This paper presents a personalized e-learning system architecture integrating data mining
62  technique which creates and responds teaching content according to students’ learning capability.
63  The primary objective includes the discovery of optimal settings, in which learners can improve
64  their learning capabilities to boost up their outcomes. Moreover, the administration can find
65  essential hidden patterns to bring the effective reforms in the existing system. The system is more
66  robust compared to the typical e-learning systems due to the use of clustering methods. The data
67  mining based clustering approaches are offered to partition the students into different groups based
68  on their learning behavior. This paper analyzes K-means algorithm for clustering and compares it
69  with Clustering by Fast Search and Finding of Density Peaks (CFSFDP). It also draws a contrast
70  between K-means and CFSFDP via Heat Diffusion (CFSFDP-HD) in regard to academic performance
71 of students. Both K-means and CFSFDP-HD algorithms were executed multiple times to effectively
72 partition students into groups according to their learning capabilities.

73 1.2. Paper Organization

74 This paper organized as follows: Section 2 presents the literature review of data mining
75  techniques with some specific tools to deal with education data. Section 3 describes the idea of
76  personalization in e-learning system architecture using data mining approach. The existing
77  clustering (K-means) approach and the proposed clustering approaches are also described in this
78  section. Section 4 presents the experiments and results with discussion by considering a specific case
79  study. Finally, the conclusion and recommendations for the future research are discussed in Section

80 5.

81 2. Literature Review

82 This section presents a comprehensive review of data mining techniques with some specific
83  tools to deal with educational data.
84 Big data has the capability to benefit students distinctly by providing them with a modern and

85  dynamic education system. In the study [25], Athanasios S. D. and Panagiotis L. analysed the goals,
86  purposes, and benefits of big data and open data in Education. Authors concluded that the education
87  system can be enhanced by embracing new learning approaches to make it more effective and
88  focused on. Moreover, Annapoorna M. et al. [26], support the same idea and anticipated that the big
89  data can be effectively used in predicting student results, and improving both the teaching and the
90  learning experience. The research conducted by B. Tulasi [27] and Ben Daniel [28], targeted the
91  higher education and explored the solutions proposed by big data systems to the challenges faced by
92 higher education. Chris Dede [29] further advanced the topic by studying “next steps” that can be
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taken using big data in education and concluded that the field has a lot of potential in the betterment
of the individual learning experiences.

Educational data mining is emerging as a research area with a suite of computational and
psychological methods, and research approaches for understanding how students learn [30]. B. R.
Prakash, et al. [31] have researched learning analytic techniques for big data in educational data
mining to find out the Adaptive learning systems (ALS). The ALS empowers teachers to rapidly
observe the adequacy of their adjustments and mediations, giving input to persistent change. The
outcomes of this study are coherent with the conclusions of the study presented by Abdul-Mohsen
Algarni [32]. In [32] author explored various studies and datasets revolving around the field of
EDM. Author derived that EDM can be utilized as a part of a wide range of zones including
recognizing at risk students, distinguishing needs for the adapting needs of various groups of
students, expanding graduation rates, adequately surveying institutional execution, boosting
grounds assets, and upgrading subject educational modules reestablishment. Another research
study [33] consistent with [32] is conducted by Amjad Abu Saa examines and predicts student
performance in different scenarios using data mining methods. In the similar study [34], Tommaso
Agasisti and Alex J. Bowers have analysed various analytical techniques: Educational Data Mining,
Learning Analytics and Academic Analytics, and have reached the conclusion that application of
data mining methods with responsibility and professionalism yields positive results.

Numerous researchers have expressed that personalization, in an academic setting, permits
executing more proficient and viable learning forms. Various works are attempting to enhance the
quality and viability of e-learning by utilizing standards of other research zones. This pattern of
personalization advancement additionally shows up in e-learning. Matteo G. et al.,, [35] have
introduced a new tool: Intelligent Web Teacher (IWT) to support Personalized E-Learning in their
study on personalized e-learning. The comparison of traditional methods with IWT deduce that
personalization permits executing more proficient and powerful e-Learning forms, featuring an
expanding level of fulfilment by both educator and students. A grid agent model was proposed by
Zhen L. and Yuying L. in their study [36] for effective adaptation of e-learning systems using
artificial psychology to individual students who would benefit from this personalization.
Furthermore, Xin Li and Shi-Kuo Chang [37] have proposed another personalized e-learning system
which is a feedback extractor with fusion capability to adjust the user preferences. Maryam Yarandi,
et al. [38] take individual learning capabilities of students to present an ontology-based approach to
develop an adaptive e-learning system. The proposed e-learning system creates content according to
the learner’s knowledge. The significance of the above mentioned literature being that personalized
e-learning systems are effective tools in individual learning and hence this paper proposes yet a
fresh intelligent personalized e-learning system. The K-means [20] is a state-of-the-art partition
based clustering algorithm and have been applied in EDM [39-50]. Such as, special selection of
student’s seat in lab or classroom and its impact on student’s assessment has been evaluated by
Ivancevic, Celikovic & Lukovic [45]. Another study presented by Ying, et al.[49] has utilized
K-means to understand the behavior of students based on the annotation dataset of 40 students. In a
study conducted by Eranki & Moudgalya [51], K-means was applied to examine the influence of
human characteristics on student’s performance while listening to music. Chang, et al [50] utilized
Item Response Theory (IRT) to identify student’s ability and discovered distinct groups based on the
student’s ability.

Web based education or e-learning is a new paradigm in education where a significant large
amount of information defining the variety of teaching-learning interactions. It is endlessly
generated and ubiquitously available. To cope with aforementioned e-learning issues, we proposed
a new e-learning system architecture using the data mining techniques. The integration of data
mining techniques (DMT) makes the learning system more interesting.

3. Personalized E-learning System Architecture Using Data Mining Techniques

In this section, a Personalized E-learning System Architecture (PESA) is presented. Proposed
system is sensitive to detect the understanding levels of students and then respond to the students
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144 according to their learning capabilities. Proposed system finds the possible groups in students by
145  matching shared similarities according to their level of interest. For each group, system generates
146  different quizzes, assignments, study related games, and books’ contents to improve their learning
147  capabilities. To make groups and select appropriate teaching methods, system uses artificial
148  intelligence and adaptive clustering methods. In proposed architecture, the K-means and
149  CFSFDP-HD are used as a profiling and content filtering method to group student into appropriate
150  classes. The traditional e-learning systems are mostly query-based and the queries are responded
151  without any intelligence or heuristics.

152 3.1. Problem Background and the Big Data

153 A primary agenda of higher education is to harness cross-disciplinary intelligence to improve
154  syllabus, content and delivery, enhancing learners’ experiences and creating an atmosphere that
155  integrates them with the skills and knowledge required to cope the changes and challenges posed by
156  the big data. In such complex educational environment, it is tough for human mind to identify
157  patterns manually, but database projects have the abilities to incorporate and link traditional and
158  new data sources. Such compactness can create deeper insights into students learning capabilities
159  and enhance classroom activities.

160 Grade Point Average (GPA) and percentage score are important indicators for the measurement
161  of students’ academic performance and capabilities. GPA is an important factor for academic
162 planner to setup and analyse the learning environment in the academic organizations [59]. The GPA
163 or percentage score of students can be affected by different factors such as teaching methodology
164  and attention of teachers towards some particular students. It is a general phenomenon that teachers
165  mostly focus on students those take part in class activities and show satisfactory outputs. Moreover,
166  there are some intrinsic hidden patterns that exist among the students. Students can be divided into
167  different categories or groups based on their progress. The same teaching method may not be
168  effective for different groups of students.

169 The similarity measures and clustering are important tasks to find the similar groups in big
170  data. The similar patterns of data in different fields may be useful for researchers and learners to
171  gain knowledge easily from various fields. For example, we can use partition based clustering,
172 density based clustering, and hierarchical based clustering for text mining, to find the similarity
173 between data points, outliers, and similar or related fields by clustering big data.

174 Institutional databases, having the teaching material and users’ queries, are entertained
175 according to the stored data. However, most of updated knowledge lies on internet at different
176  places. To robust the student learning capabilities, it might be credible to integrate the rest of data
177 sources with e-learning system [52]. The data mining techniques can play an important role to find
178  the relationships among different subjects available over internet, specifically in the e-learning
179  systems. Generally most of the e-learning systems are static and query based. In this domain,
180  students’ click based server logs generated valuable data. Clustering methods can be successfully
181  utilized to analyze the click stream data. Clustering of click streams data can be further utilized to
182  make e-learning system more attractive and intelligent to understand the students’ activities and
183  interest.

184  3.2. Proposed PESA

185 The e-learning architecture responds to the individual demands of users, and is able to predict
186  user preferences or interests. E-learning not only allows the instructors and learners to meet
187  virtually, but also makes sharing of resources possible electronically.

188 The overall Personalized E-learning System Architecture is shown in Figure 1. The major steps
189  of the PESA are described as follows:


http://dx.doi.org/10.20944/preprints201808.0350.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 20 August 2018 d0i:10.20944/preprints201808.0350.v1

,— Student Profiling
1 n 1 \
AAITNT

Virtual Views Recommendations «——— é
190 E E

191 Figure 1: Personalized E-learning Architecture. A profile is created for each learner and is
192 automatically updated based upon the activities of the learner.

193 32.1.  Student profiling

194 The student interacts and manages his/her profile through the interface deployed on a desktop
195  laptop or a smartphone. The user profile and other information seldom change through the internet.
196  According to [53,54], student profile or sometimes a student model refers to a typical group of
197  students. Its function is to determine the user-learner needs and preferences automatically.

198 Student related data works like a seed for personalization of student queries and intelligent
199  response of queries. Student profiling is an ongoing process which contains both static and dynamic
200  data. Data collected in a static way [54] includes personal, personality, cognitive, pedagogical and
201  preference data. Personal data define the biographical information about the students. Personality
202  data enlighten the students’ attention, cooperation and coordination skills. Student profile reflects
203 the overall interest and behavior of the student. Cognitive data inform about the students’ cognition
204  while pedagogical data describe different learning styles and methods. If the profile maintaining
205  system detects any unusual behavior in student activities, it updates the profile accordingly.

206  3.22.  Data Mining Techniques

207 The data mining is responsible to find association, recommendation, and intelligence to provide
208  customized and powerful learning mechanism for students. For example, appropriate content
209  selection on the basis of the students’ interest and understanding is a big problem. This can be
210  resolved by grouping whole contents by simply applying clustering approach to filter contents
211  according to individual student profile. Moreover, the key inference components in such e-learning
212 systems are based on data mining techniques, which analyze the user’s profile and suggest some sort
213 of actions with the application of artificial intelligence. Moreover, especially, when we talk about
214 clustering methods in existing systems are mostly based on the naive clustering approaches such as
215  K-means and Density-Based Spatial Clustering of Applications with Noise (DBSCAN). Unlike
216  existing e-learning systems, we proposed to use CFSFDP and CFSFDP-HD methods to achieve
217  robust results. The data mining techniques (CFSFDP and CFSFDP-HD) are explained in more details
218  asfollows.

219 CFSFDP and CESFDP-HD

220 The CFSFDP has been recently proposed by Alex and Laio [23]. It has characteristics to discover
221  significant clusters in a more intuitive way as compared with K-means. A brand new heuristic
222 approach is proposed that empowers clustering procedure, in which high-density regions are
223 identified as potential clusters, outliers are automatically identified and arbitrary shape of clusters
224 are organized. In K-means to obtain meaningful clusters users are required to repeat clustering
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process multiple times with different parametric setting. However, the unique approach utilized in
CFSFDP to discover clusters and noise adaptively would be a significant clustering tool to analyze
the educational. The CFSFDP uses the following given methodology to discover significant clusters.
For each given data-point i, CFSFDP calculates its local density ( p;) and a minimum distance
(/8;) with its nearest high density point. The local density can be estimated by utilizing the following
definition:
Definition-1:

pi = ZX(dij - d.) 1)
J

where,
(1 x<0
X@) = {0 otherwise. @
However, the distance ( §;) can be computed using the definition-2, given as follows:
Definition-2:
min d;; ifdjs.tip; >p;
s 1'=Pj>Pi( l]) f3j Pj = Pi o
L max (di]-) otherwise
JiPj >pi

Cluster centers are attained by plotting calculated values of p; and §;, which is referred as the
decision graph. In cluster analysis, the key challenge is to discover correct cluster centers in the
datasets [1]. However, CFSFDP uses decision graph to select the correct cluster centers with the least
human interaction, which makes it more worthy to analyze big data / streaming data. CFSFDP has
variety of applications in education as well as in many other fields, such as bioinformatics [58],
image processing and protein analysis [23].

As CFSFDP has characteristics to discover intrinsic hidden signal of interest from ambiguous
data, it can be applied in existing education data mining systems and e-learning systems to produce
more significant clusters and further it can be used to cluster the similar documents, find plagiarism
in documents, and analyse the students’ profiles and to find the similar insights in different research
areas. The CFSFDP via heat diffusion (CFSFDP-HD) [21] was proposed as a variant of CFSFDP,
where limitations of CFSFDP are improved and users can analyse data without any prior domain
knowledge. In CFSFDP-HD, an adaptive method was used to estimate density of underlying
dataset, which is given as follows:

n [}

. 1

fo) = ;Z Z e~ t/2 cos(kmx) cos(kmx;) @)
j=1k=—c

Equation 5 can be expressed as
n-1
flst) =~ Z ape kTt cos(kmx), )
j=0

where n is a positive large interger and a;, is

1 k=0

n
1
ayg = ;Z cos(kmx;), k=12,..,n—1, (6)

i=1
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253 3.23. Recommendations

254 This process is responsible to collect data from databases filtered according to student profile
255  with the help of data mining techniques. It also has the ability to prevent duplication of the
256  information created before. This process recommends or proposes the solution to the instructor.

257  3.24. Database

258 Database contains the rich data of courses and other education related activities. This
259  component contains all the information that the student received from the instructor and also
260  recommends or proposes instructions to the instructor.

261  3.25.  Virtual Views

262 After the intelligent analysis of student records and selection of appropriate contents for
263 students, virtual views are created and delivered to the students in the form of electronic documents.
264  3.3. Existing Clustering Method (K-means)

265 The K-means [20] is a state-of-the-art partition based clustering algorithm. In K-means, input
266  datais divided into k distinct groups, where k is an input parameter used to specify the number of
267  output clusters. K-means iteratively improves the initial partitions until the optimized clusters are
268  not found. Mathematically we can express K-means using the following expression:

n
TN e - 11 )

i=1 x€S;
269 where, |; is mean of data-points in S. S; is initial partition of dataset { X1, X3, X3, ..., Xy}
270 K-means is the best choice to discover the signal of interest from educational datasets if

271  significant number of clusters is already defined. However, it might be a hectic job to discover
272  appropriate groups using K-means without prior knowledge of existing number of clusters or in
273  presence of noisy or complex data. As, in EDM data, the selection of number of clusters and initial
274  centroids setting of K-means are hard to setup. These are also obscure to find significant signal of
275  interest. Therefore, more sophisticated and frontier clustering methods are required to benchmark
276  on EDM data to get intrinsic insights. Moreover, various other clustering methods have been used in
277  EDM such as DBSCAN in [22,55] and Hierarchical clustering in [42,50,56,57], however, these
278  approaches are also not robust to identify significant clusters in ambiguous and noisy datasets [23].

279 3.4. Steps Involved in the Proposed Framework

280 The key steps of CFSFDP-HD along with the flow control are shown in Figure 2.

281 The presented approach takes distance matrix D of dataset as input: D is the pairwise distance
282  matrix of educational data.

283 Step 1: In the first step, the proposed approach estimates the density p; via heat diffusion
284  using Eq. (5).

285 Step 2: the proposed approach calculates the minimum distance §; from the higher nearest
286  dense points by using Eq. (3).

287 Step 3: the identification of cluster centers is achieved by the use of decision graph. In the
288  decision graph, the p; and §; are plotted. The output of this step is the Cluster Centers.

289 Step 4: The assignation of the remaining points to the identified cluster centers. The output of

290  this step is the organized clusters with noise and overlapping clusters.

291 Step 5: In this step, the presented approach identifies and fixes the misclassified points and also
292 identifies the noisy or outliers of the organized clusters (noisy and overlapping clusters).

293 The output of the proposed approach is the organized clusters.
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295 Figure 2: Key steps involved in the presented data mining approach (CFSFDP-HD).

296 4. Experiments and Results

297 The presented data mining approach (CFSFDP-HD) is implemented using MATLAB to analyse
298  the behavior and to simulate the educational data.

299  4.1. Experiment 1: Using K-means clustering approach

300 In the first experiment, the data of 57 students is simulated using K-means clustering approach
301  and executed for 1000 times. The analysis is based on the students’ obtained marks of: (1) three
302  quizzes, (2) two assignments, (3) one midterm, and (4) one final-term exams. The class-attendance
303  and class-participation are also considered. The results are extracted by passing different values of
304  clustering inputs. The output showed that three distinct groups of students are obtained. The
305  aforementioned partition of students into three significant groups can play an important role to
306  enhance the learning skills by paying special attention to a particular group of students. Based on the
307  obtained different categories of the students, the instructors can adapt different teaching approaches
308  to deal with appropriate group of students. Hence performance of students can be enhanced by
309  applying different methods for each group of students. According to table 1, the students in group C
310  require special care and attention to improved their skills, group B students require only a little
311  attention, especially in class tests and quizes, and the students of group A are self-motivated and do
312 not require special attention by instructors or counselors, as described in table-1.

313 Table 1: K-means based created three different student categories of the synthetic data of 57
314 students. Each category needs to teach with different levels of preparation.
No. of students  Group Efforts

18 A Extra-ordinary students are comprised in this category and
do not need special care to enhance their performance.

18 B The students of this category are mediocre; they need to
take care of their attendance and the sessional tests (i.e. class
tests & Assignments).

21 C The students if this category of below average and they

needs special care and also required a lot of practice to deal
with their course material.
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The aforementioned application is simple to understand and exercise in a class at small level. In
order to get appropriate clusters using K-means, users must have prior knowledge of existing
clusters. This limitation makes K-means inappropriate to discover all intrinsic hidden patterns in
data. To tackle with this technical drawback of K-means we are presenting density peaks based
clustering methods to discover all existing patterns in data without knowing technical knowledge of
underlying data.

4.2. Experiment 2: Using CFSFDP-HD clustering approach

In this experiment, the dataset of 600 students (enrolled in different sessions) is simulated by
CFSFDP-HD approach. The CESFDP-HD is used to partition the students into appropriate groups
and is based on the students’ obtained marks of: (1) three quizzes, (2) two assignments, (3) one
midterm, and (4) one final-term exams. The class-attendance and class-participation are also
considered. The progress-based segmentation of students is necessary to design appropriate
teaching methods to address the weakness of a particular group in the class. In the Figure 3, the
decision graph based heuristic approach is visualized to select the exact number of clusters
intuitively. The full black points in Figure 3 are treated as non-cluster centre points.

Decision Graph

15 © o
[}
10 e
L™ L
5 o 1
[ ]
.
ot~ "> 8
D i
0 05 1 15 2 25 3
p <1073

Figure 3: In the decision graph, thep and
achieved by the use of decision graph.

are plotted. The identification of cluster centers is

2D Non-classical Multi-Dimensional Scaling
20 . : , : : . :

20 15 -10 -5 0 5 10 15 20

Figure 4: CFSFDP-HD analysis of 600 students' performance in Computer Application subject.
Assigning the remaining points to the identified cluster centres are shown in different colour
schemes, where different colours represent different groups.

With the minimum interpretation of heuristic approach to select the exact number of clusters,
we successfully identified four distinct groups: Excellent (A+), Good (A), Average (B) and poor (C)
in the students, as shown in Figure 4, where outliers are treated as potential cluster centres and are
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340  represented with different colours. After identification of potential cluster centers, the discovered
341  clusters are shown with different colours scheme in Figure 4, where 2D Non-classical
342  multidimensional scaling is used to visualize the dataset.

343 As compared with K-means, the decision graph based approach provides a deep insight to
344  select potential clusters intuitively. In general practice, users run K-means more than 1000 times
345  with various input settings to get the meaningful clusters, however, the decision graph
346  based approach in CFSFDP-HD provides heuristics to get exact solutions within few repetitions of
347  CFSFDP-HD. Furthermore, four distinct groups can easily be examined and visualized in Figure 4
348  using the heat-map.

349 Table 2: CFSFDP-HD based created four different student categories of the dataset of 600 students
350 belong to different sessions. Each category needs to teach with different levels of preparation.
No. of students Group Efforts
90 A+ A good student who needs no extra effort.
398 A An average student who needs to put some effort in
course work.
20 B A below average student who needs to take put in extra
effort in lessons and course work.
92 C A lowest level student who needs to put in the most effort

in lessons and course work to keep up.

351 From the aforementioned case study of GPA, the clustering has potential to partition the
352 education data into appropriate groups and that groups can be used for further analysis to improve
353 the overall education system. From literature [39-50], it has been observed that K-means has been
354  used in EDM for different purposes, however, CFSFDP and CFSFDP-HD are more adaptive in
355  nature and their results are more significant as compared with K-means [21,23]. Therefore, more
356  robust results can be achieved with replacement of K-means with CFSFDP and CFSFDP-HD.

357 5. Conclusions

358 As the data mining approaches provide the sense of intelligence in existing e-learning systems,
359  efficiently and effectively. This paper has been presented the personalized e-learning architecture
360  using the data mining techniques. The potential application of clustering in educational big data has
361  also been examined. It has been observed from the literature that traditional e-learning systems are
362  mostly query-based and the queries are responded without any intelligence or heuristics. Similarly,
363  the K-means is suitable to cluster educational data where cluster numbers are known and faces
364  drawbacks when applied to unknown cluster sizes. Hence, more robust data mining approaches
365  (CFSFDP and CFSFDP-HD) are incorporated in the proposed e-learning system to find clusters in
366  the educational data. Furthermore, it has been evaluated that data mining techniques are efficacious
367  in analyzing the big data to make education systems robust and have the potential to solve the
368  challenges of interdisciplinary research, emotional learning, and e-learning in the field of education.
369 For the future work; the data mining approaches can further be improved by making them
370  more intelligent to generate knowledge and provide more intelligent assistance to the students. The
371  larger and real datasets can be simulated to analyze the behavior of the proposed data mining
372 approaches. The learning capabilities of the students can further be improved by introducing the
373  intelligent games. Student collaboration is an important aspect of learning by group discussion and
374 by sharing personal thoughts. The intelligent techniques can be introduced in different students’
375  groups with significant attributes for problem solving.
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