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Abstract

The aim of this work is to analyze and investigate the shape preserving properties of ternary 4-point non-stationary interpolating subdivision schemes constructed by Beccari et al. [1] with a tension parameter $\omega_{k+1}$ which can reproducing exponential. Moreover, the conditions on the initial control points are developed that allow user to generate shape preserving limit curves after a finite number of subdivision steps and generalize these results in limiting case. Significance of derived conditions are illustrated through graphs and the whole discussion is followed by examples.
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1 Introduction

Subdivision schemes have become one of the most essential tool for the generation of smooth curve or surfaces from discrete set of data points. The subdivision schemes have been appreciated in many fields such as computer aided geometric design (CAGD), image processing, animation industries and computer graphics etc. The subdivision technique is an elegant method defines a smooth curve out of an initial control polygon or a surface out of an initial control mesh by subdividing them according to some refining rules recursively.

*corresponding author
Shape preservation

The property of shape preservation is of great practical importance in modern geology, airplane and ship hulls designing, curves & surfaces tailored to industrial design such as automobile, aircraft design and ship modeling where convexity is imposed technical and physical conditions. Shape preservation is always desirable in meteorology, designing car bodies, surgery, designing pipe systems in chemical plants, sectional drawing, engineering, visualization, geometric modeling, etc. There are three basic elements of shape preservation, i.e.,

- Positivity preservation
- Monotonicity preservation
- Convexity preservation

Convexity is an important shape preserving property and its applications are in approximation theory, parameter estimation, optimization theory, engineering design, nonlinear programming, designing telecommunication system, etc. In addition, convergence, smoothness, error estimation, approximation order and stability, convexity preservation is also very emerging and hot topic in graphing smooth limiting curves and surface designs. In the past couple of years, numerous research articles have been published on this topic. Generally, convexity preservation is basic in geometry but also widely used in other branches of mathematics like calculus of variation, partial differential equations, probability theory, graph theory, complex analysis, coding theory, functional analysis and discrete mathematics etc. Convexity preservation also has crucial role in other branches of sciences such as economics, physics, chemistry and biology etc.

Literature review

The Non-stationary subdivision schemes were established for the first time by Dyn and Levin [3] in which they proposed binary stationary and non-stationary subdivision schemes in 1992. In 2002, Jena et al. [4] presented a subdivision algorithm for trigonometric spline curves. Later in 2003 Jena et al. [5] also proposed a binary 4-point interpolating non-stationary subdivision scheme which can generate $C^1$ limit curve. In 2007, Beccari et al. [6, 7] proposed an interpolating 4-point $C^2$ ternary non-stationary subdivision scheme with tension control and a non-stationary uniform tension controlled interpolating 4-point scheme reproducing conics respectively. A reasonable amount of research on the topic of non-stationary subdivision schemes has been published in the past years. Recent proposals of non-stationary subdivision schemes Daniel and Shumugaraj [8, 9, 10], Conti and Romani [11, 12], Siddiqi et al. [13, 14], Bari and Mustafa [15] and Tan et al. [16] have introduced new interesting artifacts in the subdivision museum.


...
ternary stationary subdivision scheme. Recently, in 2017, Wang and Li [22] proposed a family of convexity preserving subdivision schemes and Akram et al. [23] deduced the shape preserving properties of binary 4-point non-stationary interpolating subdivision schemes.

The paper is organized as follows: In Section 2, we recall ternary 4-point non-stationary interpolating subdivision scheme [1]. In Section 3, 4 and 5, we deduce positivity, monotonicity and convexity preservation respectively. The applications and properties i.e. shape of limit curve and curvature are compared in Section 6. The closing Section 7 is devoted for conclusion.

2 The ternary 4-point non-stationary scheme

The following ternary 4-point non-stationary interpolating subdivision scheme constructed by Beccari et al. [1] have been considered:

**Definition 2.1.** Given a set of initial control points \( P^0 = \{ (i, f^0_i) \in \mathbb{R}^d \}_{i=-2}^{n+2} \) and the set of control points at \( k^{th} \) subdivision step by \( P^k = \{ (i, f^k_i) \in \mathbb{R}^d \}_{i=-2}^{n+2} \), \( k \geq 0, k \in \mathbb{Z} \). Then the refined reproducing curves at \( (k+1)^{th} \) subdivision step are obtained by applying following subdivision rules:

\[
\begin{align*}
    f^{k+1}_{3i} &= f^k_i, \\
    f^{k+1}_{3i+1} &= a_0 f^k_{i-1} + a_1 f^k_i + a_2 f^k_{i+1} + a_3 f^k_{i+2}, \\
    f^{k+1}_{3i+2} &= a_3 f^k_{i-1} + a_2 f^k_i + a_1 f^k_{i+1} + a_0 f^k_{i+2},
\end{align*}
\]

with

\[
\begin{align*}
    a_0 &= \frac{2 \omega_{k+1} + 1}{3 (1 - \omega_{k+1}) (1 + \omega_{k+1})^3}, \\
    a_1 &= \frac{\left(1 - 2 (\omega_{k+1})^3\right) (2 + \omega_{k+1})}{3 (1 - \omega_{k+1}) (1 + \omega_{k+1})^3}, \\
    a_2 &= \frac{2 (-1 + \omega_{k+1}) - (\omega_{k+1})^3 (2 + \omega_{k+1})}{3 (1 - \omega_{k+1}) (1 + \omega_{k+1})^3}, \\
    a_3 &= \frac{\omega_{k+1} + 2}{3 (1 - \omega_{k+1}) (1 + \omega_{k+1})^3}.
\end{align*}
\]

Where the parameter \( \omega_{k+1} \) satisfies the recurrence relation

\[
\omega_{k+1} = \Re \left[ \left( \frac{\omega_k + \sqrt{(\omega_k)^2 - 4}}{2} \right)^{\frac{1}{3}} + \left( \frac{\omega_k + \sqrt{(\omega_k)^2 - 4}}{2} \right)^{-\frac{1}{3}} \right].
\]

The subdivision scheme (1) generates \( C^1 \) continuous limit curves. In particular, for the sequence defined by (2) with \( \omega_0 \in (-2, +\infty) \), it holds respectively:
• if $-2 < \omega_0 < 2$, then $\omega_0 = 2\cos(s)$ for some $s \in (0, \pi)$, and the scheme reproduces the trigonometric functions;
• if $\omega_0 = 2$, then the scheme reproduces the cubic polynomials;
• if $\omega_0 \in (2, \infty)$, then $\omega_0 = 2\cosh(s)$ for some $s > 0$, and the scheme reproduces the hyperbolic functions.

In order to determine the shape preserving conditions we will consider whenever subdivision scheme (1) exact for the hyperbolic functions ($\omega_0 > 2$) and $\omega_{k+1} \in (2, \infty)$ at each subdivision step for this choice of the initial tension parameter $\omega_0$.

3 Positivity preservation

To derive the positivity preserving condition for a arbitrary finite number of n subdivision steps, Proposition 1 is given below.

**Proposition 1.** Taking, $u^n_i = \frac{f^n_i + 1}{f^n_i}$ and $U^n = \max\left\{u^n_i, \frac{1}{u^n_i}\right\}$, $n \in \mathbb{Z}$, $n > 0$. Further suppose that for any $n \in \mathbb{Z}_+$, the initial control points are positive, i.e., $f^0_i > 0$, $i \in \mathbb{Z}$, such that

$$U^0 < \frac{2(\omega_{n+1})^4 + 4(\omega_{n+1})^3 - 4\omega_{n+1} - 5}{2\omega_{n+1} + 1} = \alpha_n,$$

(3)

then $U^n < \alpha_n$, $f^n_i > 0$, ($n \in \mathbb{Z}_+, i \in \mathbb{Z}$), that is, the control points generated by the subdivision scheme (1) at $n^{th}$ subdivision step are also positive.

**Proof.** In order to prove Proposition 1 we use mathematical induction on $n$. As $\omega_{k+1} \in (2, \infty)$, $\forall k \in \mathbb{Z}_+$, so it automatically gives

$$\alpha_k = \frac{2(\omega_{k+1})^4 + 4(\omega_{k+1})^3 - 4\omega_{k+1} - 5}{2\omega_{k+1} + 1} > 2.$$  

(i). Obviously, the statement holds for $n = 0$, i.e., $f^0_i > 0$, $U^0 < \alpha_n$, $i \in \mathbb{Z}$.

(ii). Suppose that $f^0_i > 0$ and $U^n < \alpha_n$, $i \in \mathbb{Z}$ holds for some $n \in \mathbb{Z}_+$, then it will be proved that $f^{n+1}_i > 0$ and $U^{n+1} < \alpha_n$. Obviously, $\frac{1}{\alpha_n} < u^n_i < \alpha_n$ and $\frac{1}{\alpha_n} < f^n_i < \alpha_n$.

From definition of subdivision scheme (1),

$$f^{n+1}_{3i} > 0,$$  

(4)
and
\[ f_{3i+1}^{n+1} = a_0 f_{i-1}^n + a_1 f_i^n + a_2 f_{i+1}^n + a_3 f_{i+2}^n \]
\[ = f_i^n \left[ \frac{1}{u_{i-1}^n} + a_1 + a_2 u_i^n + a_3 u_i^n u_{i+1}^n \right] \]
\[ > f_i^n \left[ a_0 \alpha + a_1 + (a_2 + a_3 \alpha) u_i^n \right] \]
\[ > f_i^n \left[ a_0 \alpha + a_1 + (a_2 + a_3 \alpha) \frac{1}{\alpha_n} \right] \]
\[ = \frac{f_i^n}{\alpha_n} \left[ a_0 \alpha^2 + (a_1 + a_3) \alpha_n + a_2 \right] \]
\[ = \frac{f_i^n}{3 \alpha_n (1 - \omega_{n+1}) (1 + \omega_{n+1})^3} \left[ (2 \omega_{n+1} + 1) \alpha_n^2 - \{2 \omega_{n+1}^4 + 4 \omega_{n+1}^3 - 2 \omega_{n+1} + 4 \} \alpha_n \right. \]
\[ - \left\{ \omega_{n+1}^3 + 2 \omega_{n+1}^2 - 2 \omega_{n+1} + 2 \right\} \]
\[ = \frac{f_i^n}{3 \alpha_n (1 - \omega_{n+1}) (1 + \omega_{n+1})^3} \left[ 3 (1 - \omega_{n+1}) (1 + \omega_{n+1})^3 \alpha_n \right. \]
\[ = \frac{f_i^n}{\alpha_n} > 0. \] (5)

Similarly
\[ f_{3i+2}^{n+1} = a_3 f_{i-1}^n + a_2 f_i^n + a_1 f_{i+1}^n + a_0 f_{i+2}^n \]
\[ = f_i^n \left[ a_3 \frac{1}{u_{i-1}^n} + a_2 + a_1 u_i^n + a_0 u_i^n u_{i+1}^n \right] \]
\[ > f_i^n \left[ a_3 \alpha + a_2 + (a_1 + a_0 \alpha) u_i^n \right] \]
\[ > f_i^n \left[ a_3 \alpha + a_2 + (a_1 + a_0 \alpha) \frac{1}{\alpha_n} \right] \]
\[ = \frac{f_i^n}{\alpha_n} \left[ a_3 \alpha^2 + (a_2 + a_0) \alpha_n + a_1 \right] \]
\[ = \frac{f_i^n}{3 \alpha_n (1 - \omega_{n+1}) (1 + \omega_{n+1})^3} \left[ (\omega_{n+1} + 2) \alpha_n^2 - \{ \omega_{n+1}^4 + 2 \omega_{n+1}^3 + 4 \omega_{n+1}^2 + 4 \} \alpha_n \right. \]
\[ - \left\{ 2 \omega_{n+1}^4 + 4 \omega_{n+1}^3 - \omega_{n+1} - 2 \right\} \]
\[ = \frac{f_i^n}{\alpha_n} > 0. \] (6)

Combining Equations (4), (5) and (6), we get \( f_{i+1}^{n+1} > 0. \)
(iii). Here we prove $U_{n+1} < \alpha_n$, it is shown that $u_{n+1} < \alpha_n$ and $\frac{1}{u_{n+1}} < \alpha_n$. As

$$u_{3i}^{n+1} = \frac{f_{3i+1}^{n+1}}{f_{3i}^{n+1}} = a_0f_i^n + a_1f_i^n + a_2f_i^n + a_3f_i^n$$

$$= \frac{f_i^n}{f_i^n} \left[ a_0 \frac{1}{u_i-1} + a_1 + a_2u_i^n + a_3u_i^n u_{i+1} \right]$$

$$= a_0 \frac{1}{u_i-1} + a_1 + a_2u_i^n + a_3u_i^n u_{i+1}$$

Thus

$$u_{3i}^{n+1} - \alpha_n = a_0 \frac{1}{u_i-1} + a_1 + a_2u_i^n + a_3u_i^n u_{i+1} - \alpha_n$$

$$< a_0 \frac{1}{\alpha_n} + a_1 + \left( a_2 + a_3 \frac{1}{\alpha_n} \right) u_i^n - \alpha_n$$

$$< a_0 \frac{1}{\alpha_n} + a_1 + \left( a_2 + a_3 \frac{1}{\alpha_n} \right) \alpha_n - \alpha_n$$

$$= a_0 \frac{1}{\alpha_n} + a_1 + a_2\alpha_n + a_3 - \alpha_n$$

$$= \frac{1}{\alpha_n} \left[ a_0 + (a_1 + a_3)\alpha_n + (a_2 - 1)\alpha_n^2 \right]$$

$$= \frac{1}{3\alpha_n (1 - \omega_n+1) (1 + \omega_n+1)^3} \left[ (2\omega_n+1 + 4\omega_n+1 - 4\omega_n+1 - 5) \alpha_n^2 \right.$$  

$$+ \left. (-2\omega_n+1 - 4\omega_n+1 + 2\omega_n+1 + 4) \alpha_n + (2\omega_n+1 + 1) \right]$$

$$= \frac{(\alpha_n - 1)^2 (2\omega_n+1 + 1) (\alpha_n + 1)}{3\alpha_n (1 - \omega_n+1) (1 + \omega_n+1)^3}$$

$$< 0.$$  

Using the fact that $\alpha_n > 2$ and $\omega_n+1 \in (2, \infty)$, so we have,

$$u_{3i}^{n+1} < \alpha_n. \quad (7)$$

and

$$u_{3i+1}^{n+1} = \frac{f_{3i+1}^{n+1}}{f_{3i+1}^{n+1}} = a_3f_i^n + a_2f_i^n + a_1f_i^n + a_0f_i^n$$

$$= \frac{f_i^n}{f_i^n} \left[ a_3 \frac{1}{u_i-1} + a_2 + a_1u_i^n + a_0u_i^n u_{i+1} \right]$$

$$= a_3 \frac{1}{u_i-1} + a_2 + a_1u_i^n + a_0u_i^n u_{i+1}$$
thus
\[
\frac{u_{n+1}^{3i+1}}{u_{n+1}^{3i+1}} = \frac{a_3 \frac{1}{u_{i-1}} + a_2 + a_1 u_i^n + a_0 u_i^n u_{i+1}^n - \alpha_n}{a_0 \frac{1}{u_{i-1}} + a_1 + a_2 u_i^n + a_3 u_i^n u_{i+1}^n} \equiv \frac{N}{D}.
\]

As in Eq. (5) Denominator= \( D > 0 \) and Numerator=\( N \), satisfies
\[
N = a_3 \frac{1}{u_{i-1}} + a_2 + a_1 u_i^n + a_0 u_i^n u_{i+1}^n - \alpha_n \left[ a_0 \frac{1}{u_{i-1}} + a_1 + a_2 u_i^n + a_3 u_i^n u_{i+1}^n \right] < a_3 \frac{1}{\alpha_n} + a_2 + a_1 u_i^n + a_0 u_i^n u_{i+1}^n - \alpha_n \left[ a_0 \frac{1}{\alpha_n} + a_1 + a_2 u_i^n + a_3 u_i^n u_{i+1}^n \right] < a_3 \frac{1}{\alpha_n} + a_2 + \left( a_1 + a_0 \frac{1}{\alpha_n} \right) u_i^n - \alpha_n \left[ a_0 \frac{1}{\alpha_n} + a_1 + \left( a_2 + a_3 \frac{1}{\alpha_n} \right) u_i^n \right] < a_3 \frac{1}{\alpha_n} + a_2 + \left( a_1 + a_0 \frac{1}{\alpha_n} \right) \alpha_n - \alpha_n \left[ a_0 \frac{1}{\alpha_n} + a_1 + \left( a_2 + a_3 \frac{1}{\alpha_n} \right) \alpha_n \right] = a_3 \frac{1}{\alpha_n} + a_2 - a_2 \alpha_n^2 - a_3 \alpha_n = -\frac{1}{\alpha_n} \left[ a_2 \alpha_n^3 + a_3 \alpha_n^2 - a_2 \alpha_n - a_3 \right] = -\frac{1}{\alpha_n} \left[ \alpha_n^2 - 1 \right] \left[ a_2 \alpha_n + a_3 \right] < 0.
\]

Using the fact that \( \alpha_n > 2 \) and \( \omega_{n+1} \in (2, \infty) \), so we have,
\[
\frac{u_{n+1}^{3i+1}}{u_{n+1}^{3i+1}} < \alpha_n. \tag{8}
\]

Similarly
\[
\frac{u_{3i+2}}{f_{i+1}} = \frac{f_{i+1}^{n+1}}{f_{i+1}} = \frac{f_{i+1}^n}{a_3 f_{i+1} + a_2 f_{i+1} + a_1 f_{i+1} + a_0 f_{i+2}} = \frac{f_{i+1}^n}{a_3 f_{i+1} \frac{1}{u_{i-1}^n} + a_2 \frac{1}{u_{i}^n} + a_1 + a_0 u_{i+1}^n}
\]

thus
\[
\frac{u_{n+1}^{3i+2} - \alpha_n}{a_3 \frac{1}{u_{i-1}^n} + a_2 \frac{1}{u_{i}^n} + a_1 + a_0 u_{i+1}^n} = \frac{N}{D}.
\]
As in Eq. (6) Denominator $= D > 0$ and Numerator $= N$, satisfies

$$
N = 1 - \alpha_n \left[ a_3 \frac{1}{u_{n-1}^i u_i^i} + a_2 \frac{1}{u_{i}^i} + a_1 + a_0 u_{i+1}^n \right]
$$

$$
= 1 - \left( a_3 \frac{1}{u_{n-1}^i} + a_2 \right) \frac{\alpha_n}{u_i^i} - a_1 \alpha_n - a_0 \alpha_n u_{i+1}^n
$$

$$
< 1 - (a_3 \alpha_n + a_2) \frac{\alpha_n}{u_i^i} - a_1 \alpha_n - a_0 \alpha_n^2
$$

$$
< 1 - (a_3 \alpha_n + a_2) - a_1 \alpha_n - a_0 \alpha_n^2
$$

$$
= -a_0 \alpha_n^2 - (a_3 + a_1) \alpha_n + 1 - a_2
$$

$$
= - \left\{ \frac{2\omega_{n+1} + 1}{3(1 - \omega_{n+1})(1 + \omega_{n+1})^3} \right\} \alpha_n^2 + 2 \left( \frac{\omega_{n+1}^4 + 2\omega_{n+1}^3 - \omega_{n+1} - 2}{3(1 - \omega_{n+1})(1 + \omega_{n+1})^3} \right) \alpha_n
$$

$$
- \left\{ \frac{2\omega_{n+1} + 4\omega_{n+1}^3 - 4\omega_{n+1} - 5}{3(1 - \omega_{n+1})(1 + \omega_{n+1})^3} \right\}
$$

$$
= (\alpha_n - 1) \left( \alpha_n - \frac{2\omega_{n+1}^4 + 4\omega_{n+1}^3 - 4\omega_{n+1} - 5}{2\omega_{n+1} + 1} \right)
$$

$$
= 0.
$$

Using the fact that $\alpha_n > 2$ and $\omega_{n+1} \in (2, \infty)$, so we have,

$$
u_{3i+2}^{n+1} < \alpha_n.
$$

Combining Eqs. (7), (8) and (9), we get $u_{3i+2}^{n+1} < \alpha_n$.

Similarly, it can be proved that $\frac{1}{u_{3i}^{n+1}} < \alpha_n$.

As, $U_{i+1}^{n+1} = \max \left\{ u_{i+1}^{n+1}, \frac{1}{u_{i+1}^{n+1}} \right\}$, thus $U_{i+1}^{n+1} < \alpha_n$.

Hence, by mathematical induction we get $f_i^n > 0$, $U^n < \alpha_n$.

Now, we establish the positivity preserving condition in the limiting case, as $n \to \infty$. As the parameter $\omega_{n+1}$ given in Eq. (2) satisfies

$$
\lim_{n \to \infty} \omega_{n+1} = 2
$$

Consequently, $\lim_{n \to \infty} \alpha_n = \frac{51}{5}$ in Theorem 1 and note that the proof can be followed from Proposition 1.

**Theorem 1.** Suppose that the initial control points are positive, s.t.

$$
U^0 < \frac{51}{5},
$$

then the limit curves generated by the subdivision scheme (1) are still positive.
4 Monotonicity preservation

In the following Proposition 2, we first establish monotonicity preserving condition for the finite number of $n$ subdivision steps.

Denote the first order divided difference by $D^k = 2^k (f^k_{i+1} - f^k_i)$. Thus the first order divided difference for the subdivision scheme (1) can written as:

$$D^k_{i+1} = \frac{-2 (2\omega_{k+1} + 1) D^k_{i} - 2 (\omega^4_{k+1} + 2\omega^3_{k+1} - 3\omega_{k+1}) D^k_{i+1} + 2 (\omega_{k+1} + 2) D^k_{i+1}}{3 (1 - \omega_{k+1}) (1 + \omega_{k+1})^3}$$  \hspace{1cm} (10)

$$D^k_{3i+1} = \frac{2 (\omega_{k+1} - 1) D^k_{i+1} - 2 (\omega^4_{k+1} + 2\omega^3_{k+1} - 3) D^k_{i+1} + 2 (\omega_{k+1} - 1) D^k_{i+1}}{3 (1 - \omega_{k+1}) (1 + \omega_{k+1})^3}$$  \hspace{1cm} (11)

$$D^k_{3i+2} = \frac{2 (\omega_{k+1} + 2) D^k_{i+1} - 2 (\omega^4_{k+1} + 2\omega^3_{k+1} - 3\omega_{k+1}) D^k_{i+1} + 2 (\omega_{k+1} + 1) D^k_{i+1}}{3 (1 - \omega_{k+1}) (1 + \omega_{k+1})^3}$$  \hspace{1cm} (12)

**Proposition 2.** Taking $v^n_i = \frac{D^n_{i+1}}{D^n_i}$ and $V^n = \max_i \left\{ v^n_i, \frac{1}{v^n_i} \right\}$, $n \in \mathbb{Z}$, $n > 0$. Further suppose that for any $n \in \mathbb{Z}_+$, the initial control points are strictly monotonic increasing, i.e., $D^0_i > 0$, $i \in \mathbb{Z}$, such that

$$V^0 \leq \frac{\omega^4_{n+1} + 2\omega^3_{n+1} - 3\omega_{n+1} - 3}{2\omega_{n+1} + 4} + \frac{\sqrt{\omega^8_{n+1} + 4\omega^7_{n+1} + 4\omega^6_{n+1} - 6\omega^5_{n+1} - 18\omega^4_{n+1} - 12\omega^3_{n+1} + 5\omega^2_{n+1} + 14\omega_{n+1} + 17}}{2\omega_{n+1} + 4} = \beta_n,$$  \hspace{1cm} (13)

then $V^n < \beta_n$, $D^0_i > 0$, $(n \in \mathbb{Z}_+, i \in \mathbb{Z})$, that is, the control points generated by the subdivision scheme (1) at $n^{th}$ subdivision step are still strictly monotonic increasing.

**Proof.** In order to prove Proposition 2, we use mathematical induction on $n$. As $\omega_{k+1} \in (2, \infty)$, so it conveniently gives

$$\beta_k = \frac{\omega^4_{k+1} + 2\omega^3_{k+1} - 3\omega_{k+1} - 3}{2\omega_{k+1} + 4} + \frac{\sqrt{\omega^8_{k+1} + 4\omega^7_{k+1} + 4\omega^6_{k+1} - 6\omega^5_{k+1} - 18\omega^4_{k+1} - 12\omega^3_{k+1} + 5\omega^2_{k+1} + 14\omega_{k+1} + 17}}{2\omega_{k+1} + 4} > 2.$$

(i). Obviously, the statement holds for $n = 0$, i.e., $D^0_i > 0$, $V^0 < \beta_n$, $i \in \mathbb{Z}$.

(ii). Suppose that $D^0_i > 0$ and $V^n_i \leq \beta_n$, $i \in \mathbb{Z}$ holds for some $n \in \mathbb{Z}_+$, then it will be proved that $D^{n+1}_i > 0$ and $V^{n+1} < \beta_n$. Obviously, $\frac{1}{\beta_n} < v^n_i < \beta_n$ and $\frac{1}{\beta_n} < \frac{1}{v^n_i} < \beta_n$. 
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Using Eq. (10),
\[
D_{3i+1}^{n+1} = \frac{D_i^n}{3(1 - \omega_n + 1)(1 + \omega_n + 1)} \times \left[ -2 (2\omega_{n+1} + 1) \frac{1}{v_{i-1}^n} - 2 (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3\omega_{n+1}) + 2 (\omega_{n+1} + 2) v_i^n \right]
\]
\[
\geq \frac{D_i^n}{3(1 - \omega_n + 1)(1 + \omega_n + 1)} \times \left[ -2 (2\omega_{n+1} + 1) \frac{1}{\beta_n} - 2 (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3\omega_{n+1}) + 2 (\omega_{n+1} + 2) \beta_n \right]
\]
\[
= \frac{D_i^n}{3\beta_n (1 - \omega_n + 1)(1 + \omega_n + 1)} \times \left[ -2 (2\omega_{n+1} + 1) - 2 (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3\omega_{n+1}) \beta_n + 2 (\omega_{n+1} + 2) \beta_n^2 \right]
\]
\[
> 0. \tag{14}
\]

Similarly, from Eqs. (11) and (12), we get
\[
D_{3i+1}^{n+1} > 0, \quad D_{3i+2}^{n+1} > 0 \tag{15}
\]

Combining Eqs. (14) and (15), we have \(D_i^{n+1} > 0\).

(iii) Here we prove \(V_i^{n+1} < \beta_n\), it is shown that \(v_i^{n+1} < \beta_n\) and \(\frac{1}{v_i^{n+1}} < \beta_n\).

Since,
\[
v_i^{n+1} = \frac{D_{3i+1}^{n+1}}{D_{3i+1}^{n+1}} = \frac{2 (\omega_{n+1} + 1) D_i^n - 2 (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3) D_i^n + 2 (\omega_{n+1} + 1) D_i^n - 2 (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3\omega_{n+1}) D_i^n + 2 (\omega_{n+1} + 2) D_i^n}{2D_i^n (\omega_{n+1} + 1) \frac{1}{v_{i-1}^n} - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3) + (\omega_{n+1} + 1) v_i^n}
\]
\[
= \frac{1}{2D_i^n} - \frac{1}{v_{i-1}^n} - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3) + (\omega_{n+1} + 1) v_i^n
\]

thus
\[
v_{3i}^{n+1} - \beta_n = \left[ (\omega_{n+1} + 1) \frac{1}{v_{i-1}^n} - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3\omega_{n+1}) + (\omega_{n+1} + 2) v_i^n \right] \times \left[ (\omega_{n+1} + 1) \frac{1}{v_{i-1}^n} - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3) + (\omega_{n+1} + 1) v_i^n \right]
\]
\[
- \beta_n \left[ - (2\omega_{n+1} + 1) \frac{1}{v_{i-1}^n} - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3\omega_{n+1}) + (\omega_{n+1} + 2) v_i^n \right]
\]
\[
= \frac{N}{D}.
\]
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As in Eq. (14) Denominator $= D > 0$ and Numerator $= N$, satisfies

$$N = \left[ (\omega_{n+1} + 1) \frac{1}{v_{i-1}} - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3) + (\omega_{n+1} - 1) v_i^n \right]$$

$$- \beta_n \left[ - (2\omega_{n+1} + 1) \frac{1}{v_{i-1}} - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3\omega_{n+1} + 3) + (\omega_{n+1} + 2) v_i^n \right]$$

$$= \left[ (\omega_{n+1} - 1) + (2\omega_{n+1} + 1) \right] \frac{1}{v_{i-1}}$$

$$+ \left[ - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3) + (\omega_{n+1}^4 + 2\omega_{n+1}^3 - \omega_{n+1}) \beta_n \right] + [(\omega_{n+1} - 1) + (\omega_{n+1} + 2) \beta_n] v_i^n$$

$$< [(\omega_{n+1} - 1) + (2\omega_{n+1} + 1)] \frac{1}{\beta_n}$$

$$+ \left[ - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 3) + (\omega_{n+1}^4 + 2\omega_{n+1}^3 - \omega_{n+1}) \beta_n \right] + [(\omega_{n+1} - 1) + (\omega_{n+1} + 2) \beta_n] \beta_n$$

$$= -\frac{1}{\beta_n} \left\{ (\omega_{n+1} + 2) \beta_n^3 - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 2\omega_{n+1} - 1) \beta_n^2$$

$$- (\omega_{n+1}^4 - 2\omega_{n+1}^3 + 2\omega_{n+1} + 4) \beta_n - (\omega_{n+1} + 1) \right\}$$

$$= -\frac{1}{\beta_n} [\beta_n - 1] \left\{ (\omega_{n+1} + 2) \beta_n^2 + (-\omega_{n+1}^4 - 2\omega_{n+1}^3 + 3\omega_{n+1} + 3) \beta_n + (\omega_{n+1} - 1) \right\}$$

$$= -\frac{1}{\beta_n} [\beta_n - 1] \times$$

$$\left[ \frac{\beta_n - \omega_{n+1}^2 + 2\omega_{n+1}^3 - 3\omega_{n+1} - 3}{2\omega_{n+1} + 4} \right. + \frac{\sqrt{\omega_{n+1}^8 + 4\omega_{n+1}^7 + 4\omega_{n+1}^6 + 6\omega_{n+1}^5 - 18\omega_{n+1}^4 - 12\omega_{n+1}^3 + 5\omega_{n+1}^2 + 4\omega_{n+1} + 17}}{2\omega_{n+1} + 4}$$

$$\left. \right]$$

$$\left[ \beta_n - \omega_{n+1}^2 + 2\omega_{n+1}^3 - 3\omega_{n+1} - 3 \right.$$

$$\frac{2\omega_{n+1} + 4}{2\omega_{n+1} + 4} - \frac{\sqrt{\omega_{n+1}^8 + 4\omega_{n+1}^7 + 4\omega_{n+1}^6 + 6\omega_{n+1}^5 - 18\omega_{n+1}^4 - 12\omega_{n+1}^3 + 5\omega_{n+1}^2 + 4\omega_{n+1} + 17}}{2\omega_{n+1} + 4}$$

$$\leq 0.$$  

Hence,

$$v_{3i+1}^n \leq \beta_n.$$  \hspace{1cm} (16)

Similarly, one can easily show that

$$v_{3i+2}^{n+1} \leq \beta_n, \quad v_{3i+2}^{n+1} \leq \beta_n.$$  \hspace{1cm} (17)

Combining Eqs. (16) and (17), we have $v_{3i+2}^{n+1} \leq \beta_n$. Applying same method, it can be proved that $\frac{1}{v_i} \leq \beta_n$ by verifying $\frac{1}{v_{3i+2}} \leq \beta_n$. Hence, by mathematical induction we get $D_i^n > 0$, $V^n < \beta_n$.  

Hence, by mathematical induction we get $D_i^n > 0$, $V^n < \beta_n$.  
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Now, we establish the monotonicity preserving condition in the limiting case, as $n \to \infty$. As the parameter $\omega_{n+1}$ given in Eq. (2) satisfies $\lim_{n \to \infty} \omega_{n+1} = 2$. Consequently, $\lim_{n \to \infty} \beta_n = \frac{23}{8} + \frac{1}{8}\sqrt{513}$ in Theorem 2 and note that the proof can be followed from Proposition 2.

**Theorem 2.** Suppose that the initial control points are strictly monotonic increasing or decreasing, such that,

$$V^0 \leq \frac{23}{8} + \frac{1}{8}\sqrt{513},$$

then the limit curves generated by the subdivision scheme (1) are strictly monotonic increasing or decreasing.

## 5 Convexity preservation

In the following Proposition 3, we first establish convexity preserving condition for the finite number of $n$ subdivision steps.

Denote the second order divided difference by $d_i^n = 2^{2k-1} (f_i^{k-1} - 2f_i^k + f_{i+1}^k)$. Thus the second order divided difference for the subdivision scheme (1) can written as:

$$d_{3i}^{k+1} = \frac{3}{(1 - \omega_{n+1}) (1 + \omega_{n+1})^3} \left[ (\omega_{n+1} + 2) d_{i-1}^k - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) d_i^k + (\omega_{n+1} + 2) d_{i+1}^k \right],$$

(18)

$$d_{3i+1}^{k+1} = \frac{-9}{(1 - \omega_{n+1}) (1 + \omega_{n+1})^3} \left[ \omega_{n+1} d_i^k + d_{i+1}^k \right],$$

(19)

$$d_{3i+2}^{k+1} = \frac{-9}{(1 - \omega_{n+1}) (1 + \omega_{n+1})^3} \left[ d_i^k + \omega_{n+1} d_{i+1}^k \right].$$

(20)

**Proposition 3.** Suppose, $r^n_i = \frac{d_i^n}{d_i^0}$ and $R^n = \max_i \left\{ r^n_i, \frac{1}{r^n_i} \right\}$, $n \in \mathbb{Z}$, $n > 0$. Further suppose that for any $n \in \mathbb{Z}_+$, the initial control points are strictly convex, i.e., $d_i^0 > 0$, $i \in \mathbb{Z}$, such that

$$R^0 \leq \frac{\omega_{n+1}^4 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 6 + \sqrt{\omega_{n+1}^8 + 4\omega_{n+1}^6 + 4\omega_{n+1}^4 - 12\omega_{n+1}^2 - 36\omega_{n+1}^4 - 24\omega_{n+1}^2 + 60\omega_{n+1} + 120\omega_{n+1} + 36}}{4 (\omega_{n+1} + 2)},$$

(21)

then $R^n < \gamma_n$, $d_i^n > 0$, $(n \in \mathbb{Z}_+, i \in \mathbb{Z})$, that is, the control points generated by the subdivision scheme (1) at $n$th subdivision step are still strictly convex.

**Proof.** In order to prove Proposition 3, we use mathematical induction on $n$. As $\omega_{k+1} \in (2, \infty)$, so it automatically gives

$$\gamma_k = \frac{\omega_{k+1}^4 + 2\omega_{k+1}^3 - 6\omega_{k+1} - 6 + \sqrt{\omega_{k+1}^8 + 4\omega_{k+1}^6 + 4\omega_{k+1}^4 - 12\omega_{k+1}^2 - 36\omega_{k+1}^4 - 24\omega_{k+1}^2 + 60\omega_{k+1} + 120\omega_{k+1} + 36}}{4 (\omega_{k+1} + 2)} > 2.$$

(i). Obviously, the statement holds for $n = 0$, i.e., $d_i^0 > 0$, $R^0 < \gamma_n$, $i \in \mathbb{Z}$.
(ii). Suppose that \( d_i^n > 0 \) and \( R^n < \gamma_n \), \( i \in \mathbb{Z} \) holds for some \( n \in \mathbb{Z}_+ \), then it will be proved that \( d_i^{n+1} > 0 \) and \( R^{n+1} < \gamma_n \). Obviously, \( \frac{1}{\sqrt[n]{\gamma_n}} < r_i^n < \gamma_n \) and \( \frac{1}{\sqrt[n]{\gamma_n}} < \frac{1}{r_i^n} < \gamma_n \).

Using Equation (18) we have,
\[
d_i^{n+1} = \frac{3}{(1 - \omega_{n+1}) (1 + \omega_{n+1})} \left[ (\omega_{n+1} + 2) d_{i-1}^n - (\omega_{n+1}^3 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) d_i^n + (\omega_{n+1} + 2) d_i^{n+1} \right],
\]
\[
= \frac{3d_i^n}{(1 - \omega_{n+1}) (1 + \omega_{n+1})} \left[ (\omega_{n+1} + 2) \frac{1}{r_{i-1}^n} - (\omega_{n+1}^3 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) \frac{d_i^n}{r_{i+1}^n} + (\omega_{n+1} + 2) r_i^{n+1} \right],
\]
\[
\geq \frac{3d_i^n}{(1 - \omega_{n+1}) (1 + \omega_{n+1})} \left[ 2\gamma_n (\omega_{n+1} + 2) - (\omega_{n+1}^3 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) \right],
\]
\[
d_i^{n+1} > 0.
\]

\[ \therefore \omega_{n+1} \in (2, \infty), \text{ thus following inequalities must satisfy, i.e.,} \]
\[
d_i^{n+1} > 0, \quad d_i^{n+1} > 0 \quad \text{and} \quad d_i^{n+1} > 0.
\]

\[ \implies d_i^{n+1} > 0, \]

(iii). Here we prove \( R^{n+1} < \gamma_n \), it is shown that \( r_{i+1}^{n+1} < \gamma_n \) and \( \frac{1}{r_i^{n+1}} < \gamma_n \).

Since,
\[
\begin{align*}
\gamma_{n+1} &= d_i^{n+1} \\
&= \frac{d_i^{n+1}}{d_i^n} \\
&= \frac{-3 \left[ \omega_{n+1} d_i^n + d_i^{n+1} \right]}{[(\omega_{n+1} + 2) d_{i-1}^n - (\omega_{n+1}^3 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) d_i^n + (\omega_{n+1} + 2) d_i^{n+1}]} \\
&= \frac{-3d_i^n \left[ \omega_{n+1} + 2 \right]}{[(\omega_{n+1} + 2) \frac{1}{r_{i-1}^n} - (\omega_{n+1}^3 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) \frac{d_i^n}{r_{i+1}^n} + (\omega_{n+1} + 2) r_i^{n+1}]} \\
\end{align*}
\]

\[ \therefore \gamma_{n+1} = -3 \left[ \omega_{n+1} + 2 \right] \frac{1}{r_{i-1}^n} - (\omega_{n+1}^3 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) \frac{d_i^n}{r_{i+1}^n} + (\omega_{n+1} + 2) r_i^{n+1} \]

\[ \therefore r_{3i+1}^{n+1} - \gamma = \frac{-3 \left[ \omega_{n+1} + 2 \right] \frac{1}{r_{i-1}^n} - (\omega_{n+1}^3 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) \frac{d_i^n}{r_{i+1}^n} + (\omega_{n+1} + 2) r_i^{n+1}}{[(\omega_{n+1} + 2) \frac{1}{r_{i-1}^n} - (\omega_{n+1}^3 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) \frac{d_i^n}{r_{i+1}^n} + (\omega_{n+1} + 2) r_i^{n+1}]} \]

\[ = \frac{N}{D}. \]
As Denominator<0, then N must satisfies

\[ N = -3 [\omega_{n+1} + r_i^p] - \gamma_n \left( \omega_{n+1} + 2 \right) \frac{1}{r_i^{p-1}} - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) + (\omega_{n+1} + 2) r_i^p \]

\[ = -3\omega_{n+1} + (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) \gamma_n + [\gamma_n - (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 6) \gamma_n + 3\omega_{n+1}] \]

\[ \leq -3\omega_{n+1} + (\omega_{n+1}^4 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 3) \gamma_n + (\omega_{n+1} + 2) \gamma_n \]

\[ = -2 (\omega_{n+1} + 2) \gamma_n - \left( \omega_{n+1}^4 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 6 \right) \gamma_n + 3\omega_{n+1} \]

\[ = -\left( \frac{\omega_{n+1}^4 + 2\omega_{n+1}^3 - 6\omega_{n+1} - 6}{4 (\omega_{n+1} + 2)} \right) \gamma_n \]

\[ \leq 0. \]

\[ \implies r_i^{n+1} \leq \gamma_n. \quad (22) \]

Since,

\[ r_{3i+1}^{n+1} = \frac{d_{3i+1}^{n+1}}{d_{3i+1}^{n+2}} = \frac{d_{i}^{n} \left( 1 + \omega_{n+1} r_i^n \right)}{d_{i}^{n} \left( \omega_{n+1} + r_i^n \right)} \]

thus

\[ r_{3i+1}^{n+1} - \gamma_n = \frac{(1 + \omega_{n+1} r_i^n) - \gamma_n \left( \omega_{n+1} + r_i^n \right)}{\left( \omega_{n+1} + r_i^n \right)} = \frac{N}{D}. \]

As Denominator<0, then N must satisfies

\[ N = 1 + \omega_{n+1} r_i^n - \omega_{n+1} \gamma_{n+1} - \gamma_{n+1} r_i^p \]

\[ = 1 - \omega_{n+1} \gamma_n + (\omega_{n+1} - \gamma_n) r_i^n \]

\[ \leq 1 - \omega_{n+1} \gamma_n + (\omega_{n+1} - \gamma_n) \gamma_n \]

\[ = - (\gamma_n^2 - 1) < 0. \]

\[ \implies r_{3i+1}^{n+1} \leq \gamma_n. \quad (23) \]

Similarly, we get

\[ r_{3i+2}^{n+1} \leq \gamma_n. \quad (24) \]

Combining Inequalities (22), (23) and (24), we have

\[ r_i^{n+1} \leq \gamma_n. \]
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Similar manner, it can be verified that \( \frac{1}{r_{3i+1}} \leq \gamma_n, \frac{1}{r_{3i+1}} \leq \gamma_n \) and \( \frac{1}{r_{3i+2}} \leq \gamma_n \). Thus, combining these inequalities, we get

\[
\frac{1}{r_{i+1}} \leq \gamma_n.
\]

As, \( R_{n+1} = \max \left\{ r_{i+1}, \frac{1}{r_i} \right\} \),

\[
\therefore \quad R_{n+1} < \gamma_n.
\]

Hence, by mathematical induction we get \( d_n > 0, R_n < \gamma_n \).

Now, we establish the convexity preserving condition in the limiting case, as \( n \to \infty \). As the parameter \( \omega_{n+1} \) given in Eq. (2) satisfies \( \lim_{n \to \infty} \omega_n = 2 \). Consequently, \( \lim_{n \to \infty} \gamma_n = \frac{7}{8} + \frac{1}{16}\sqrt{388} \) in Theorem 3 and note that the proof can be followed from Proposition 3.

**Theorem 3.** Suppose that the initial control points are strictly convex, such that,

\[
R^0 \leq \frac{7}{8} + \frac{1}{16}\sqrt{388}.
\]

then the limit curves generated by the subdivision scheme (1) are strictly convex.

6 Numerical Applications

In order to examine and certify the capability of positivity, monotonicity and convexity conditions that are suggested for the scheme (1), the following three numerical examples are executed.

**Example 6.1.** Comparison between binary 4-point non-stationary interpolating scheme of Beccari et al. [7] and ternary 4-point non-stationary interpolating scheme of Beccari et al. [1] after three iterations is well demonstrated in Figure (1). In the figure, the initial control polygons are shown by the dotted lines, and the limit curves at \( \omega_0 = 2 \) for schemes [7] and [1] are shown by the green and red solid curves, respectively.

**Example 6.2.** For examining the applications of the scheme (1) after three iterations is well demonstrated in Figure (2). In the figure, the initial control polygons with five vertices are shown by the dotted lines, and the limit curves at \( \omega_0 = 2, 2.5, 3, 10, 15, 50 \) are shown by the green solid curves.

**Example 6.3.** For examining the applications of the scheme (1) after four iterations is well demonstrated in Figure (3). In the figure, the initial control polygons with five vertices are shown by the dotted lines, and the limit curves at \( \omega_0 = 2, 2.5, 3, 10, 15, 50 \) are shown by the blue solid curves.

**Example 6.4.** For examining the applications of the scheme (1) after three iterations is well demonstrated in Figure (4). In the figure, the initial control polygons with five vertices are shown by the dotted lines, and the limit curves at \( \omega_0 = 2, 2.5, 3, 10, 15, 50 \) are shown by the red solid curves.
Figure 1: In Figure (a) and (b) we show the behavior $C^1$-continuous limit curves generated after three iterations by applying the schemes in (1) and scheme [7] at $\omega_0 = 2$.

7 Conclusion

In this paper, we have examined the shape preserving properties of 4-point binary non-stationary interpolating (1)subdivision scheme with the tension parameter $\omega$. The conditions on initial data are imposed, that if it is strictly convex and satisfy positivity, monotonicity and convexity, then subdivision scheme (1) preserve shape property. Some examples illustrate that our schemes have greater flexibility to geometric designers by choosing appropriate tension parameter.
Figure 2: From (a-f) we show the behavior $C^1$-continuous limit curves generated after three iterations by applying the scheme in (1) with $\omega_0 = 2, 2.5, 3, 10, 15, 50$. 
From (a-f) we show the behavior $C^1$-continuous limit curves generated after four iterations by applying the scheme in (1) with $\omega_0 = 2, 2.5, 3, 10, 15, 50$. 
Figure 4: From (a-f) we show the behavior $C^1$-continuous limit curves generated after four iterations by applying the scheme in (1) with $\omega_0 = 2, 2.5, 3, 10, 15, 50$. 
References


[27] Dyn, N.; Floater, M. S. & Hormann, K. A C2 four-point subdivision scheme with fourth order accuracy and its extensions Analysis, , 1, f2.