3D analysis of upper limbs motion during rehabilitation exercises using the Kinect\textsuperscript{TM} sensor: development, laboratory validation and clinical application
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Abstract: Optoelectronic devices are gold standard for 3D evaluation in clinics but due to the complexity of such kind of hardware and the lack of access for patients affordable, transportable and easy to use systems must be developed to be largely used in daily clinics. The Kinect\textsuperscript{TM} sensor presents various advantages compared to optoelectronic devices: price, transportability but also some limitations: (in)accuracy of the skeleton detection and tracking as well as the limited amount of available points that make 3D evaluation impossible. To overcome these limitations a novel method has been developed to perform 3D evaluation of the upper limbs. This system is coupled to rehabilitation exercises allowing functional evaluation while performing physical rehabilitation. To validate this new approach a double step method was used. The first step is a laboratory validation where the results obtained with the Kinect\textsuperscript{TM} have been compared with results obtained with an optoelectronic device, 40 healthy young adults participated in this first part. The second step was to determine the clinical relevance of such kind of measurement. Results of the healthy subjects were compared with a group of 22 elderly adults and a group of 10 chronic stroke patients to determine if different patterns can be observed. The new methodology and the different steps of the validations are presented in this paper.
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1. Introduction

Since the release of the first version of the Kinect\textsuperscript{TM} (Kinect) sensor at the end of 2010, researchers and clinicians have directly felt the possible potential of this device. Lots of studies have been done in order to validate this device as a Markerless System (MLS) for various uses (e.g. motion analysis, posture analysis, feedback during rehabilitation exercises, etc.) \cite{1-7}.

Interesting results have been found in term of accuracy (compared to gold standard Marker-Based System [MBS]) and especially in term in precision (reproducibility has been found higher for Kinect compared to MBS used PiG like Vicon\textsuperscript{TM} protocol) \cite{3}.

3D motion analysis using MBS is considered as Gold Standard for clinical motion analysis even if several issues have been previously raised and discussed in the literature. Accessibility of MBS is an issue due to the costs of such systems, and therefore only specialized centers can afford them. Furthermore, marker placement (i.e., time consuming and potential source of error \cite{8}) and skin displacement during motion are two recognized problems within the MBS field \cite{9}.
Several studies have previously studied the use of the Kinect V1 as MLS for upper limb evaluation to assess reachable workspace on healthy subjects [10], on patients suffering from fascioscapulohumeral muscular dystrophy [11] and patients with Duchenne muscular dystrophy [12]. Another study compared simple planar motions (shoulder abduction and elbow flexion) and found good correlations with MBS results [4]. Since movement speed control is important in various neurological conditions, others have investigated the ability of the Kinect to detect arm movement speed on healthy subjects and obtained good results after applying some filtering algorithms [13].

Due to the interaction between the camera and the infrared signals from MBS it is not possible to perform comparison between Kinect V2 and MBS (using passive markers). However research has been done to compare the two generations of Kinect for object detection the results were better for the second generation of Kinect especially when the distance between the object and the camera increases [14]. The use of Kinect V2 to assess upper limb mobility or function has also been extensively studied. Authors found that 3D evaluation of shoulder ranges of motion were significantly more precise and with narrow limits of agreement than the measurements of trained observers (clinicians), 1670 measurements were analyzed [15]. Another study compare the results of the Kinect, a MBS and goniometry for range of motion and motion smoothness. Kinect resulted in very good agreement of ROM measurement (r > 0.9) with the 3D motion analysis compared with goniometry. Kinect also showed a good correlation and agreement of measurement of motion quality parameters compared with the 3D motion analysis [16]. As explained above the measurements were not taken at the same time which makes comparisons difficult.

Despite these promising results some issues still need to be solved in order to fully use this MLS in daily clinical practice and for unsupervised remote data collection by patient at home.

Due to the information provided by the Kinect SDK: a simple skeleton model composed by 20 points for the old Kinect (Kinect 360) and 25 points for the new generation of Kinect (Kinect One) it is not possible to directly obtained three-dimensional joint orientation pose. Another issue related to motion analysis is the different conventions used (e.g. Euler’s sequences, Orientation Vector Position) making comparison and interpretation of the results difficult [17].

Some solutions have been proposed to increase the quality of the results such a fusing the data from the Kinect and accelerometers [18], modifying the placement of the sensor according to the type of measurements [19,20], fuse the data form multiple Kinect [21] or develop new algorithms of skeleton detection based on raw data [22].

The aim of this study is to present an advanced (PiG like Vicon™) MLS model [23] and a new method for motion analysis based on joint trajectories complementary to joint angles during rehabilitation exercises using a single Kinect camera. Previous studies has shown that the Kinect sensor could be used to follow patients’ evolution during rehabilitation exercises [24,25]. Such kind of evaluation, done during the rehabilitation, has many advantages; (i) done in the natural environment of the patient (it is known that patients are not exhibiting the same performance when there are wearing underwear in a gait laboratory), (ii) when patients are immerged in the games they are less focused on the motion and on pain and can reach larger amplitudes than when there are asked to perform one particular motion, (iii) time saving and (iii) financially beneficial (the devices are affordable and since the evaluation is done within the therapy session there is no dual pricing) [26].

The different steps of the development of this method, the laboratory validation (i.e. comparison with gold-standard optoelectronic device) and clinical validation are presented in this paper. Results of this new method are easier to interpret and could be therefore used in clinics and at home to assess patients status and monitor follow up.

2. Methods

Each frame of the MLS motion data was collected from the original hardware and available as 3D coordinates of crude approximation of the main human joints (Microsoft Kinect SDK). By piecewise linear connection of those joints one can develop stick-based model (i.e., each adjacent points are
Table 1. Relative coordinate systems topology for child LCSs origin motion relative to parent LCSs evaluation for upper limbs assessment. 0 corresponds to GCS. Point numbers are presented in Figure 1.

<table>
<thead>
<tr>
<th>Motion</th>
<th>1</th>
<th>4</th>
<th>5</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>14</td>
<td>15</td>
<td>4</td>
<td>5</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>Parent</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>14</td>
<td>15</td>
<td>14</td>
<td>15</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Joint center estimation from the Kinect (red circle), reconstructed PiG like data (transparent 34 circles) and nineteen local coordinate system origins (indicated by numbers) linked together by a line representing human segments) for visualization and motion analysis. The major lack of this approach is the inability of allowing anatomically correct descriptions of the joint angular motion according to today's clinical conventions [17]. An algorithm developed to extend the crude model provided by the Kinect containing several steps was previously developed and validated [23].

Each link size could be corrected based on the assumption that the raw stick-based model supplies proper line orientation. Starting from the native thorax stick model one can substitute the spatial location of extremity joints, and therefore segment size, by processing each link sequentially from the root (e.g., thoracic segment) to the end joint (shoulder, then elbow and finally wrist joint).

In total 19 local coordinate systems (LCS), following ISB recommendations [27] for axis orientation, were located in the origins indicated by numbers (1-19) in Figure 1. Then 33 LCSs origin motions relative to parent LCSs (Table 1).

Each of 33 trajectory plots was processed to assess different properties of the shape created by hodograph. Similar to Duarte et al. nine parameters (1-9 in the Table 2) were estimated directly from the point trajectories [28]. All trajectory points were also processed (as a point cloud) to assess principal and supplementary axes origin and orientation in parent LCS. The main principal axis corresponds to the maximum eigen value. Then, the second axis was defined as perpendicular to the plane of

Figure 1. Joint center estimation from the Kinect (red circle), reconstructed PiG like data (transparent 34 circles) and nineteen local coordinate system origins (indicated by numbers) linked together by a line representing human segments) for visualization and motion analysis. The major lack of this approach is the inability of allowing anatomically correct descriptions of the joint angular motion according to today's clinical conventions [17]. An algorithm developed to extend the crude model provided by the Kinect containing several steps was previously developed and validated [23].

Each link size could be corrected based on the assumption that the raw stick-based model supplies proper line orientation. Starting from the native thorax stick model one can substitute the spatial location of extremity joints, and therefore segment size, by processing each link sequentially from the root (e.g., thoracic segment) to the end joint (shoulder, then elbow and finally wrist joint).

In total 19 local coordinate systems (LCS), following ISB recommendations [27] for axis orientation, were located in the origins indicated by numbers (1-19) in Figure 1. Then 33 LCSs origin motions relative to parent LCSs (Table 1).

Each of 33 trajectory plots was processed to assess different properties of the shape created by hodograph. Similar to Duarte et al. nine parameters (1-9 in the Table 2) were estimated directly from the point trajectories [28]. All trajectory points were also processed (as a point cloud) to assess principal and supplementary axes origin and orientation in parent LCS. The main principal axis corresponds to the maximum eigen value. Then, the second axis was defined as perpendicular to the plane of
the first axis and radius vector of the principal axes origin. The last axis direction is the right hand perpendicular to the first two. The size of each axis finally was defined by min/max points distance estimated from projection on axis the trajectory cloud. Then thirty two (numbered from 10 to 41) additional trajectory shape definition parameters were evaluated (Table 2). Those 41 parameters are computed using the following equations.

Trajectories data are defined in LCS by sequence of \( N \) points with frequency \( f \) (e.g; \( f = 30 \text{s}^{-1} \)) by

\[
p_i = [p_{ix}, p_{iy}, p_{iz}], i = 1, ..., N
\]  

(1)

The point instantaneous absolute velocity value (\( ||...|| \) is Euclidean norm) and the total velocity \((1 \times N)\) matrix are given by

\[
v_i = ||[v_{ix}, v_{iy}, v_{iz}]||
\]  

(2)

\[
V = [v_1, ..., v_N]
\]  

(3)

The current length of the trajectory (travel) corresponds to \( L_N \)

\[
L_i = \sum_{k=1}^{i-1} ||p_{k+1} - p_k||, i = 2, ..., N
\]  

(4)

The scalar motion parameters for the hodograph velocity are obtained with

\[
V_{Mean} = \frac{1}{N} \sum_{k=1}^{N} v_k
\]  

(5)

\[
V_{std} = \left( \frac{1}{N-1} \sum_{k=1}^{N} (v_k - V_{MN})^2 \right)^{\frac{1}{2}}
\]  

(6)

\[
V_{Max} = \text{max}(V)
\]  

(7)
The total area of the trajectory reached by each joint is given by Eq. 8 where \( S_i, i = 1, ..., N - 1 \) is the area of the triangle defined by three points \([o, p_i, p_{i+1}]\)

\[
\Delta_N = \sum_{i=1}^{N-1} S_i \tag{8}
\]

The angle between two rays \([p_i, p_{i+1}]\) is obtained by Eq. 9 where \( h_i = 2S_i / ||p_i|| \)

\[
\alpha_i = \arcsin \left( \frac{h_i}{||p_{i+1}||} \right) \tag{9}
\]

From there the total angular travel (in degrees) is obtained with

\[
A_N = \frac{180}{\pi} \sum_{i=1}^{N-1} \alpha_i \tag{10}
\]

The angular velocity instant value and the total angular velocity \((1 \times N - 1)\) matrix are given by Eq. 11 and 12 respectively

\[
\omega_i = \frac{180}{\pi \alpha_i} \tag{11}
\]

\[
\Omega = [\omega_1, ..., \omega_{N-1}] \tag{12}
\]

From Eq. 12 the mean, standard deviation and maximum angular velocity are easily obtained \((\Omega_{\text{Mean}}, \Omega_{\text{std}}, \Omega_{\text{Max}})\)

The mean (central) point of the cloud is given by

\[
p_{\text{Mean}} = \frac{1}{N} \sum_{k=1}^{N} p_k \tag{13}
\]

and the centered point coordinate is

\[
q_i = p_i - p_{\text{Mean}} \tag{14}
\]

The instantaneous inertia matrix is obtained with Eq. 15 and the total cloud inertia matrix by Eq. 16

\[
I_i = Eq_i q_i^T - q_i q_i^T, E = \text{diag}(1) \tag{15}
\]

\[
I = \sum_{i=1}^{N} I_i \tag{16}
\]

Then using SVD a main first principal axis is obtained

\[
G_1 = [G_{1x}, G_{1y}, G_{1z}]^T, ||G_1|| = 1 \tag{17}
\]

Two additional orthogonal axis can be obtained using Eq. 18 and 19 where \( c \) is normalized (unit) vector with \( C_x, C_y, C_z \) projections.

\[
c = \frac{c}{||c||}, \hat{c} = \begin{bmatrix} 0 & -c_z & c_y \\ c_z & 0 & -c_x \\ -c_y & c_x & 0 \end{bmatrix} \tag{18}
\]

\[
G_2 = \hat{p}_{\text{Mean}} G_1 / ||\hat{p}_{\text{Mean}} G_1|| \tag{19}
\]

\[
G_3 = \hat{G}_1 G_2 \tag{20}
\]
\(\hat{c}, \hat{p}, \hat{G}\) are skew-symmetric matrix representation for using in matrix shape of vector cross product. A (3x3) orientation matrix is obtained with Eq.20 and a (\(N\times3\)) projection matrix of \(q_1\) on its axis with Eq.21

\[
G = \begin{bmatrix} G_1, G_2, G_3 \end{bmatrix}
\]

\[
Q_G = [q_1, \ldots, q_N]^T G
\]

The minimal and maximal point on orthogonal axis [size \((1\times3)\)]

\[
Q_{Min} = \min_{i=1,\ldots,N}(Q_G)
\]

\[
Q_{Max} = \max_{i=1,\ldots,N}(Q_G)
\]

For each axis number \(i = 1, 2, 3\) the two end point positions (parameters 19-30 for \(i = 1, 2\))

\[
B_{1i} = p_{\text{Mean}} + Q_{Min}i G_i^T
\]

\[
B_{2i} = p_{\text{Mean}} + Q_{Max}i G_i^T
\]

The angle of view (parameters 12,13 for \(i = 1, 2\))

\[
A_{Bi} = \left(\frac{180}{\pi}\right) \arccos(B_{1i}B_{2i})
\]

The size of the axis (parameters 14,15 for \(i = 1, 2\))

\[
L_{Bi} = ||B_{1i} - B_{2i}||
\]

The surface area of the rhomboid defined by the end points of the first and second axis (parameter 10) is given by Eq. 28.

\[
S_{mid} = L_{B1}L_{B2}/2
\]

The volume of the diamond defined by six end points is finally obtained (parameter 11).

\[
Vol = S_{mid}L_{B3}/3
\]

3. Laboratory validation

3.1. Participants

Forty healthy adults (24 ± 6 years old, 172 ± 8 cm height, 68 ± 10 kg weight, 23 ± 3 kg/m\(^2\) BMI, 18 women) were recruited to participate to this study. This study was approved by the Ethical Committee of the Erasme Hospital (EudraCT / CCB : B406201215142) and written informed consent was obtained from all subjects prior to their participation.

3.2. Material

The MLS sensor (Kinect v1) was placed on a tripod at 1.5 m above the floor. Subjects stood at 2.5 m from the camera; this distance was found to provide optimal results in a previous study [3]. Subjects were in underwear to allow reliable placement of the markers for the MBS analysis taking place simultaneously. The Kinect v2 could not be used due to the interference between the projected speckle pattern and the infrared signals from the MBS [14].

Prior to motion analysis, the subjects were asked to stand still in anatomical position facing the MLS camera. Subjects were then asked to maintain three different poses (3s for each of the poses see Figure 3) before recording the motion in order to calibrate the MLS data processing pipeline.
Figure 2. Example of visualization of results obtained from the rehabilitation game. Visualization is performed here using LHPFusionBox for a limited sets of parameters (i.e., volumetric parameters for wrist and elbow by point trajectory triangulation). The reachable volume is clearly visible, but no direct quantification (i.e., score) is available.

MBS data were simultaneously collected from a state-of-the-art stereophotogrammetric system (Vicon, 8 MXT40s cameras, Vicon Nexus software, frequency: 90Hz) that tracks the spatial trajectories of the reflective markers set on the subjects. A modified Plug-in Gait (PiG) model has been adopted. Next to the usual PiG markers, markers have been set on the medial epicondyle of the humeral and femoral bones. Thirty four markers were positioned by the same observer during the entire study. The image frame rate used was equal to 30 fps for the MLS. MLS data were collected with a laptop (Sony Vaio SVF15323CXB, 1.6 GHz Intel Core i5-4200U, 6 GB DDR3L SDRAM, 750 GB (5400 rpm) SATA Hard Drive).

3.3. The Serious Games

Participants played 1 mini-game specially developed for the physical rehabilitation: the Wipe Out [29]. The player has to clean the screen covered of mud using a tissue controlled by medio-lateral and inferior-superior displacements of the wrist relative to the trunk. Participants were asked to play three repetitions of the games. Motions were simultaneously recorded with the MBS and the MLS.

3.4. Data processing and statistics

The different scores and parameters described here above have been computed for the two devices. The mean of the results of three repetitions of the games were computed for statistical analysis. Normality of the data was checked using graphical method (histogram, boxplot and qplot) and Shapiro-Wilk test. Mean values and standard deviations were calculated. Discrepancies between the MBS and the different versions of MLS were tested using Pearson’s correlation coefficient (R). The Reproducibility Coefficient ($RCP = 1.96 \times STD$) and the Coefficient of Variation ($CV = STD / Mean$) expressed in percentage of the values. Statistics and data processing have been done with MATLAB and Statistics Toolbox Release 2016a (The Mathworks, Inc., Natick, Massachusetts, United States).
Figure 3. The three calibration poses: A "T-pose", B "Wide pose", C "Upright pose".

Figure 4. A. Screenshot of the specially developed serious games used in the study. B. Illustration of the motion required to control the game.
Table 3. Comparison between the optoelectronic (MBS) and the Kinect (MLS) system; R is Pearson Coefficient Correlation, RCP is the Reproducibility Coefficient expressed in percent of the values, CV is the Coefficient of Variation.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Variables</th>
<th>R</th>
<th>RCP (%)</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Shoulder</td>
<td>Length (mm)</td>
<td>0.71*</td>
<td>45</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Angle (deg)</td>
<td>0.56*</td>
<td>32</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>0.96*</td>
<td>31</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Angular velocity (deg/s)</td>
<td>0.50</td>
<td>71</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>Volume mm$^3$</td>
<td>0.73*</td>
<td>65</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>Sphere cm$^3$</td>
<td>0.98*</td>
<td>63</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Surface mm$^2$</td>
<td>0.83*</td>
<td>52</td>
<td>53</td>
</tr>
<tr>
<td>Left Shoulder</td>
<td>Length (mm)</td>
<td>0.72*</td>
<td>35</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Angle (deg)</td>
<td>0.58*</td>
<td>46</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>0.94*</td>
<td>31</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Angular velocity (deg/s)</td>
<td>0.56</td>
<td>67</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Volume mm$^3$</td>
<td>0.64*</td>
<td>54</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Sphere cm$^3$</td>
<td>0.96*</td>
<td>55</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Surface mm$^2$</td>
<td>0.98*</td>
<td>60</td>
<td>51</td>
</tr>
<tr>
<td>Right Wrist</td>
<td>Length (mm)</td>
<td>0.71*</td>
<td>35</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Angle (deg)</td>
<td>0.88*</td>
<td>21</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>0.95*</td>
<td>33</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Angular velocity (deg/s)</td>
<td>0.51</td>
<td>58</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>Volume mm$^3$</td>
<td>0.79*</td>
<td>57</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Sphere cm$^3$</td>
<td>0.97*</td>
<td>66</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>Surface mm$^2$</td>
<td>0.98*</td>
<td>53</td>
<td>48</td>
</tr>
<tr>
<td>Left Wrist</td>
<td>Length (mm)</td>
<td>0.68*</td>
<td>39</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>Angle (deg)</td>
<td>0.92*</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>0.89*</td>
<td>28</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Angular velocity (deg/s)</td>
<td>0.47</td>
<td>57</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>Volume mm$^3$</td>
<td>0.72*</td>
<td>41</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>Sphere cm$^3$</td>
<td>0.88*</td>
<td>55</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>Surface mm$^2$</td>
<td>0.95*</td>
<td>47</td>
<td>43</td>
</tr>
</tbody>
</table>

* Statistically significant correlation (p<0.05)

3.5. Results of the laboratory validation

Due to space restriction only some results are presented and will be discussed.

For upper limbs analysis up to 328 parameters can be obtained (4 joints x 2 sides x 41 parameters)
Results of the 7 selected parameters for the relative displacements of elbow relative to shoulder (“shoulder”, points 4 and 5 in Figure 1) and wrist relative to shoulder (“wrist”, points 16 and 17 in Figure 1) for right and left sides are presented in Table 3.

All the parameters, except the angular velocity (mean $R = 0.51$ for the 4 joints), presented good correlation between results of the MLS and the MBS. On the other side the best results in term of correlation, RCP and CV are obtained for the velocity (expressed in m/s not in degrees).

For both shoulders and wrists better results are obtained for the total length of the trajectory, the total angle and the mean velocity.

Although good correlations are found for parameters related to the reaching area (i.e. volume, sphere and surface) lower RCP and CV are found for those one.

The next step of the study was to determine if those parameters are sensitive enough to discriminate healthy subjects and patients.
4. Clinical validation

4.1. Participants

Three groups of subjects and patients were tested in order to evaluate the clinical relevance of the newly developed evaluation method:

- **Adults**: Sixteen healthy young adults (results of the laboratory validation were used)

- **Elderly**: Seventeen patients (79±5 years old) hospitalized in a geriatric department were included in the study. This study was approved by the local ethical committee of Erasme Hospital (Eudract: B406201628246) and informed consent was obtained from the patients prior to their participation.

- **Stroke**: 10 patients with chronic stroke (73±8 years old) participated in this study. This study was approved by the Ethical Committee of the Erasme Hospital (EudraCT: B406201526116) and informed consent was obtained from the patients prior to their participation.

4.2. Data processing and statistics

Each participant played three repetitions of the games. The different scores and parameters described here above have been computed for the three groups. The mean of the results ok three repetitions of the games were computed for statistical analysis. Normality of the data was checked using the Shapiro-Wilk test. Mean values and standard deviations were calculated. One Way Analysis of Variance (ANOVA) were used to compared the groups, post-hoc analysis were done using the Bonferroni procedure.

4.3. Results of the clinical validation

Mean results of the three groups ans statistics are presented in Table 4. The same parameters as during the clinical validation are presented.

Concerning the shoulders, no statistically significant difference was found for the length but highly significant differences for both the total angle, the velocity for young adults and elderly and stroke patients. The only parameters that can differentiate the three groups, based on relative motion of the elbow relative to the shoulder, is the volume of the sphere.

Concerning the wrists, statistically significant differences were found for the length and the velocity between young adults, elderly and stroke. For the volume significant difference was found only between young adults and elderly. The surface and the total angles presented statistically significant differences between the three groups.
Table 4. Mean (std) results of the studied variables for the three groups. P-Value are the results of the ANOVA

<table>
<thead>
<tr>
<th>Joint</th>
<th>Variables</th>
<th>Adults</th>
<th>Elderly</th>
<th>Stroke</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right shoulder</td>
<td>Length (mm)</td>
<td>3.81e+7 (3.7e+7)</td>
<td>3.64e+7 (9.1e+6)</td>
<td>5.71e+7 (1.89e+7)</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>Angle (deg)</td>
<td>2.95e+4 (1.3e+3)</td>
<td>1.12e+4 (7.2e+3)</td>
<td>1.11 (5.2e+3)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>0.21 (0.09)</td>
<td>0.12 (0.06)</td>
<td>0.10 (0.4)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Angular velocity (deg/s)</td>
<td>315 (283)</td>
<td>403 (775)</td>
<td>329 (221)</td>
<td>0.71</td>
</tr>
<tr>
<td>Volume mm³</td>
<td>6.21e+11 (2.1e+11)</td>
<td>8.12e+11 (1.6e+11)</td>
<td>6.94e+11 (1.53e+11)</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Sphere cm³</td>
<td>3.52e+11 (2.1e+11)</td>
<td>7.68e+11 (2.4e+11)</td>
<td>4.85e+11 (1.4e+11)</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Surface mm²</td>
<td>6.25e+11 (2.5e+11)</td>
<td>2.31e+12 (8.9e+11)</td>
<td>3.62e+11 (3.1e+11)</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Left shoulder</td>
<td>Length (mm)</td>
<td>3.88e+7 (1.6e+6)</td>
<td>2.96e+7 (3.4e+7)</td>
<td>4.38e+7 (1.0e+8)</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Angle (deg)</td>
<td>2.72e+4 (1.2e+3)</td>
<td>1.23e+4 (7.2e+3)</td>
<td>1.2e+4 (5.1e+3)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>0.19 (0.06)</td>
<td>0.13 (0.06)</td>
<td>0.10 (0.04)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Angular velocity (deg/s)</td>
<td>271 (251)</td>
<td>344 (230)</td>
<td>345 (317)</td>
<td>0.61</td>
</tr>
<tr>
<td>Volume mm³</td>
<td>6.13e+11 (4.6e+11)</td>
<td>1.17e+12 (1.1e+12)</td>
<td>7.71e+11 (1.3e+11)</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Sphere cm³</td>
<td>3.81e+11 (8.4e+10)</td>
<td>1.18e+12 (2.3e+12)</td>
<td>4.18e+11 (1.30e+11)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Surface mm²</td>
<td>6.27e+11 (1.4e+11)</td>
<td>9.8e+11 (1.9e+11)</td>
<td>3.36e+11 (5.8e+10)</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Right Wrist</td>
<td>Length (mm)</td>
<td>3.77e+7 (3.1e+7)</td>
<td>5.58e+7 (5.2e+7)</td>
<td>5.9e+7 (7.5e+7)</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Angle (deg)</td>
<td>3.13e+7 (3.2e+7)</td>
<td>3.89e+7 (8.43e+6)</td>
<td>7.91e+7 (1.2e+7)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>0.23 (0.09)</td>
<td>0.13 (0.07)</td>
<td>0.10 (0.04)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Angular velocity (deg/s)</td>
<td>280 (226)</td>
<td>351 (242)</td>
<td>323 (311)</td>
<td>0.58</td>
</tr>
<tr>
<td>Volume mm³</td>
<td>7.01e+11 (1.2e+11)</td>
<td>1.12e+12 (1.5e+11)</td>
<td>5.67e+11 (8.4e+11)</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Sphere cm³</td>
<td>5.81e+11 (7.1e+10)</td>
<td>8.41e+11 (9.0e+10)</td>
<td>6.11 e+11 (5.5e10)</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>Surface mm²</td>
<td>5.92e+11 (1.2e+10)</td>
<td>1.3e+12 (2.8e+11)</td>
<td>2.71e+11 (6.4e+11)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Left Wrist</td>
<td>Length (mm)</td>
<td>3.69e+7 (3.6e+7)</td>
<td>5.57e+7 (4.2e+7)</td>
<td>5.29e+7 (4.3e+7)</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Angle (deg)</td>
<td>3.11e+7 (3.3e+7)</td>
<td>3.64e+7 (6.1e+7)</td>
<td>6.33e+7 (7.6e7)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>0.31 (0.14)</td>
<td>0.12 (0.07)</td>
<td>0.11 (0.05)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Angular velocity (deg/s)</td>
<td>281 (246)</td>
<td>384 (314)</td>
<td>294 (245)</td>
<td>0.22</td>
</tr>
<tr>
<td>Volume mm³</td>
<td>6.84e+11 (1.1e+11)</td>
<td>1.52e+12 (2.65e+11)</td>
<td>5.91e+11 (9.1e+11)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Sphere cm³</td>
<td>5.89e+11 (6.4e+11)</td>
<td>5.44e+11 (6.1e+11)</td>
<td>4.12e+11 (5.4 e+11)</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>Surface mm²</td>
<td>4.61e+11 (9.8e+10)</td>
<td>1.41e+12 (2.6e+11)</td>
<td>3.42e+11 (2.6e+11)</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

α Statistically significant difference between Adults and Elderly after Bonferroni correction
β Statistically significant difference between Adults and Stroke after Bonferroni correction
γ Statistically significant difference between Elderly and Stroke after Bonferroni correction
5. Discussion

3D evaluation of the upper limbs is still a complex task in clinics: non-cyclic motions, various degrees of freedom, different conventions for presenting the results or processing methods [17,27], etc.

The availability of the Kinect™ sensor, or other 3D camera (e.g. Orbbec Astra Pro™, Asus Xtion sensors™), and other affordable devices (e.g. multiple RGBD cameras [30]), coupled to the development and the use of serious games in physical rehabilitation [31] offers new perspective for long term evaluation and follow up during rehabilitation.

It is indeed possible to track and analyze motions performed by the patients during serious games exercises [32]. However, there are still some problems to solve in order to get relevant information to provide feedback for both patients and clinicians. Compared to most used motion analysis in clinic: the gait analysis, the data collected during serious games rehabilitation exercises are usually: longer (mini-games is approximately 1 minute, gait analysis is only focusing on a few steps), non-cyclic (gait cycle are normalized by step), free motions (patients need to perform a task but they can use different strategies [e.g. shoulder or elbow]). Therefore it is not possible to average and normalize the motions performed by the patients and analyzing only the ranges of motion is too restrictive to summarize one to two minutes exercises.

Two solutions are possible to get relevant information from the rehabilitation exercises:

The first one is to analyze the performance of the patients within the games [33]: time required to finish, number or successes, failures, precision etc. Although those parameters are relevant in clinics, they are only an indirect indicator of the status of the patients. Direct indicator (i.e. biomechanic and functional analysis) should be obtained by analyzing the motions performed by the patients and extracting clinically relevant information.

The second solution, presented in this paper, is to analyze the trajectories performed by the patients and extract relevant information about speed, total displacement and reaching area.

Good agreements were found between both devices for the different parameters especially for the speed related parameters (m/s) and the reaching area. Speed of the motion is amongst the most clinically relevant information in aging [34] and in various neurological diseases (e.g. stroke [35]). However, speed without control is useless, therefore this analysis must be coupled to precision’s
assessment [33]. Reaching area and other related parameters are popular in rehabilitation and occupational therapy, since this is a good indicator of the autonomy of the patients [36].

One of the possible issue related to this method is that for upper limbs analysis up to 328 parameters can be obtained. It is thus not possible for clinicians, or patients, to analyze all those parameters. Two problems must be solved: data reduction/selection and data visualization.

To determine the more relevant parameters two methods can be used.

The first one is based on expert’s (i.e. clinicians) opinion and expertise. According to the pathology they selected what they think is the most appropriate and relevant information.

The second one is to use statistical methods. Principle Component Analysis can be used to select the most discriminant parameters for each population (if the sample size is big enough). Clustering or other machine learning methods can be used to determine the most relevant parameters to detect differences between healthy subjects and patients.

Both methods have pros and cons. The advantage of expert based selection (supervised) is that the clinicians, final users of this solution, are choosing parameters that they understand and are meaningful, weak point of this method is that they are probably missing plenty of relevant information because of the amount of new parameters that they are unaware of. Concerning the unsupervised method, this is the opposite situation: all the data will be analyzed without prior clinical assumptions and therefore parameters will be selected that are relevant from a statistical point of view but that may be difficult to interpret and/ or understand for the clinicians. This gap between the clinic and the development of new methods and technology is becoming more and more important and special attention must be paid to it in order to continue developing useful technologies [37]. A mixed approach between clinically oriented selection of the data (experts’ opinion) and machine learning methods must be encouraged in order to have solutions that can be used in daily clinics.

Due to financial constraints and the lack of access to clinicians, the time in front of the patient during consultation is continuously decreasing [38]. In this particular context fast and easy to interpret visualization tools must be developed. An alternative visualization of the scoring (compared to Table 3 and Table 4) is presented in and Figure 5. Selected parameters \( n = 17 \) for visualization are grouped per angular (Ang, \( n = 6 \)), volumetric (Vol, \( n = 5 \)) and length (Len, \( n = 6 \)) characteristics. The reference value of the score is 100% and is indicated by the yellow circle. Score values of the parameters in the range \( \pm 100\% \) are presented inside each sector and the radius of the sector is proportional to the score value. Mean scores are presented for each group and the total score from the \( n = 17 \) parameters is depicted in the yellow circle in the center. The main representative results for parameters from angle, length and volume are plotted in a star diagram (Figure 5).

In this example, results for both limbs are compared with reference values of healthy subjects and expressed in percentage.

In case of asymmetric pathologies (e.g. hemiplegia) results of the affected limb can be compared with the healthy one [39].

Future work will focus on the selection of the best parameters and including other relevant parameters such as the smoothness of the motion using normalized jerk in order to assess the quality of the exercises [40].

6. Conclusion

The major advantage of this new method is the frame by frame straight forward calculation of its 34 additional points from the crude skeleton captured by MLS in order to evaluate and visualize full 3D data in real time. Point trajectory analysis usually used for converting marker tracks to 6 DoFs link motion if at least three link related markers were available [41]. This is a well defined way of motion kinematics representation, but it requires some specific knowledge about orientation and translation representation in global or/and local coordinate systems. Those knowledges (ISB conventions, biomechanical background) has been incorporated in the model to enrich MLS data.
In addition to the optimization algorithm several parameters were processed based on the trajectories performed by the patients. Further studies are needed to select which parameters are the most relevant to perform functional evaluation and long term follow-up during the rehabilitation. Results of the analysis are presented for intuitive and easy to understand interpretation for both patients and clinicians.

The proposed new scoring system to perform functional assessment coupled to rehabilitation exercises has been validated, therefore results of such kind of evaluation could be used to monitor patients and to perform long term follow-up during the rehabilitation.
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