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Abstract: Formally specifying hedonic well-being is difficult, but relevant to utilitarian theories of morality. In this paper we describe a starting point based on attitudinal hedonism, which posits that hedonic well-being is determined by the extent to which a moral patient believes her preferences to be fulfilled. While this assumption probably does not capture the sought-out notion of well-being fully, our formalization seems to be relevant first step towards more satisfactory definition of hedonic well-being.
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1. Introduction

Recently, growing effort has been made to formalize ethics and various ethically relevant concepts, not only to be more precise and avoid misunderstandings but also to be able to make machines behave ethically [1, p. 297; 2, p. 251; 3, p. 19; 4]. [5] describes a formalization of preference utilitarianism in world models in which agents are not ontologically fundamental entities but physical objects, in particular structures in a cellular automaton. In this paper we point out how this formalization can be modified to obtain a formalization of a specific version of hedonistic utilitarianism, in which happiness is equated with believing that one’s preferences are fulfilled.

2. A brief recap of the main ideas behind formal preference utilitarianism

Oesterheld’s [5] formalization of preference utilitarianism defines the subjective well-being of a space-time embedded agent $a$ at time step $i$ as its expected utility over different utility functions

$$U_{a@i} = \sum_h P(u \mid a@i)u(h), \tag{1}$$

where $h$ is the true trajectory or outcome of the system $a$ is living in, $P(u \mid a@i)$ is the probability that $a$’s goal is to maximize $u$ and $u(h)$ is the utility of $h$ to $a$ if $a$’s utility function were $u$. The preference extraction $P(u \mid a@i)$ is based on Bayes’ theorem

$$P(u \mid a@i) = \frac{P(a@i \mid u)P(u)}{P(a@i)}, \tag{2}$$

where the main component $P(a@i \mid u)$ is to be understood as testing how suitable $a$ is for maximizing $u$ in the spirit of functionalism, behaviorism and Dennett’s [6] intentional stance [5, ch. 3.2]. From the utility $U_{a@i}$ of a single agent $a$, the overall utility of the trajectory $h$ can be obtained by summing the utility of all agents that ever come into existence.
3. From extracting preferences to extracting subjective well-being

We would now like to move from a preferentist to a hedonistic conception of well-being. Specifically, the welfare of an agent shall not be determined by the fulfillment of its preferences \((u(h) \text{ in equation 1})\), but by the extent to which the agent believes its preferences to be fulfilled. This form of hedonism is perhaps best known as attitudinal hedonism or subjective desire satisfactionism, see section 5.1 for references.

Our strategy for ascribing beliefs is grounded in the following intuition: an intelligent agent \(a\) (as containing its state of mind) contains the belief that the history has some property \(p\) (that \(a\) cares about) if \(a\)'s physical configuration is usually brought about by \(a\) (or rather its predecessor(s)) “learning” in some way that \(p\) is true. Therefore, if \(a\) (as containing its current state of mind) usually occurs in histories in which \(p\) is true, \(a\) should and probably will believe \(p\) to be true rather than false even if it is actually false.

To formalize this strategy, we will consider what information \(a\) encodes, i.e., what one could potentially infer from \(a\)'s physical configuration. This can be formalized as the expected value of the utility function \(u\) for \(a\), i.e. \(\mathbb{E}[u(h) \mid a]\), where \(a\) is not assumed to necessarily know the time step of its existence \(i\). This gives us a new definition of an agent’s welfare, its hedonic welfare:

\[
H_{a@i} = \sum_{u} P(u \mid a@i)\mathbb{E}(u(h) \mid a) .
\] (3)

As an example, consider the agent Anna. Her primary life goal is to preserve the environment, so – assuming the approach of [5] works – \(P(u \mid \text{Anna@i})\) is high only for utility functions \(u\) that express some aspect of how Anna cares about environmental preservation. Throughout her life, Anna has read articles and books about the state of the environment, has considered statistics, visited conservation areas and the Arctic, and has talked to many experts and politicians. Her memories (and thus her brain) encode aspects of these experiences. Thus, \(\mathbb{E}[u(h) \mid \text{Anna}]\) represents the state of the environment as judged based on Anna’s memories. Assuming that this value is low, our formalization would judge Anna as unhappy.

4. Discussion

We now discuss some of the issues one may have with the given formalization of attitudinal hedonism. This discussion is not intended to be exhaustive. In particular we will only discuss potential problems with our formalization rather than the target of our formalization (attitudinal hedonism) or the aspects of the formalization borrowed from [5].

Ascribing the belief \(\mathbb{E}[u(h) \mid a]\) fails to capture the fact that an agent usually cannot answer queries about its entire physical configuration, let alone optimally deduce probability distributions from it. Thus, it might be possible to deduce high \(u\) values from the physical structure of \(a\) with near certainty, even if \(a\) does not “actually know” that \(u\) is fulfilled. While the outside-view assumption of rationality works well enough for preference extraction to evade immediate and outright refutation [5], it seems to fail when it comes to extracting beliefs.

A more plausible approach for extracting beliefs, and perhaps also extracting preferences, may therefore involve abstracting away from all the irrelevant details of an organism (compare, e.g., [12, ch. 3, 14]) and consider merely the algorithm the organism is implementing (cf. 13). Specifically, we

1 For some discussion of the differences between hedonism and preferentism, see, e.g., 7, ch. 2-5; 8, ch. 8, 9; 9, ch. 5, 6; or 10.
2 Like [5], this resembles Dennett’s intentional stance, which asks us to model an agent’s beliefs as what that agent ought to believe (e.g. 6, p. 17).
3 This is, of course, not the only strategy for inferring beliefs from an agent. An alternative is based on the view that beliefs are revealed by behavior [11, ch. 3.3.2]. E.g., an agent holds the belief that some box contains a desirable object if the agent attempts to open the box. A comparison of such different strategies is beyond the scope of this paper.
could base our view on physical processes on the computational theory of mind and computational
functionalism specifically. As [14, ch. 2] describes,

\[\text{[c]omputational functionalism is the view that mental states and events – pains, beliefs,}
\]
\[\text{desires, thoughts and so forth – are computational states of the brain [...]. The nature of the}
\]
\[\text{mind is independent of the physical making of the brain [...]. What matters is our functional}
\]
\[\text{organization: the way in which mental states are causally related to each other, to sensory}
\]
\[\text{inputs and to motor outputs.}
\]
Unfortunately, interpreting a physical system as a mind or as performing computation is difficult (see
[15] and references therein).

A related issue is that an agent may use the information that is available to him inaccurately. In
other words, the agent may hold beliefs that are not justified by the information that is available to
him. For example, assume that Bob knows the base rate for car accidents per kilometer traveled in the
region in which he lives. Let us say this base rate (together with knowledge of how much Bob travels)
yields a probability of 0.01% that Bob will die in a car crash in the next year. However, like most people,
Bob is susceptible to base rate neglect [16] and to believing that he is a better-than-average driver [17].
This leads him to feel much safer than he has reason to believe – when asked about whether he expects
to die in the next year, he reports a probability of only 0.0001%. Assuming that Bob prefers not to die
in a car crash, Bob is happier than equation 3 makes him out to be.

Another issue is that our formalization gives equal weight to long-held beliefs as it does to recently
formed ones. Arguably, this conflicts with our subjective experience. For example, learning that one
has won the lottery should increase happiness greatly in the short term, but knowing about one’s
wealth increases happiness only slightly in the long term. So, according to this hedonic treadmill account
of well-being [18], plausible versions of attitudinal hedonism should focus on recent changes in beliefs
[19]. While this is a promising approach in general (also see section 5.2), it seems to require us to solve
the problem of personal identity to compare the beliefs of two versions of the same agent.

Alternatively, we could try to give more weight to beliefs that the agent is currently contemplating.
Then happiness (suffering) would mean performing computations related to (un)fulfilled preferences.
Perhaps the hedonic treadmill then arises from the fact that people mostly consider new information.

5. Related work

The main contribution of this paper is to present a formal definition of hedonic well-being that
can be used for the utilitarian calculus as described by [5, ch. 3.4]. A variety of (mostly informal)
conceptions of hedonic well-being have been discussed in the vast literature on the topic. In the
following we describe how the presented formalization relates to informal definitions of well-being
that have been discussed in the context of utilitarianism (section 5.1) and to other formal approaches
(section 5.2).

5.1. Informal treatments of the presented view of well-being

In hedonistic utilitarianism, happiness is usually defined as raw pleasure (and the absence of
raw pain) – whatever that is [20] – rather than as related to preferences (cf. 21 for a neuroscientific
perspective). Nevertheless, defining happiness as the state of believing that one’s preferences are
fulfilled, is by no means a novel proposal. Instead, it has been proposed in the literature multiple times
under various names:

\[\text{• desire theory with knowledge-oriented modification b [7, sect. 5.2.3];}
\]
\[\text{• (intrinsic) attitudinal hedonism [22; 23, ch. 3; 24, p. 9], especially in its confidence-adjusted form}
\]
\[\text{[25];}
\]
\[\text{• the experience requirement in preference (or desire) theory [26, pp. 75-80];}
\]
\[\text{• subjective desire satisfactionism [23, ch. 2; 27, ch. 4.3; cf. 28, sect. 1.2].}
\]
Also consider the classification system described by [29], in which the presented formalization would be classified as type 1, because it is based on combining the desire and the experience requirement. The presented formalization stands in contrast not only to raw-pleasure hedonism, but also to definitions based solely on desires regarding the mental state, or “experience-directed desires” [30, ch. 3.4], such as that of Henry Sidgwick [8, ch. 9], Lukas Gloor [31], Parfit’s [32] preference-hedonism [33, sect. 2] or the experience-oriented success theory (see, e.g., 7, sect. 5.2.1).

5.2. Other formal definitions of subjective well-being

[19] formalizes hedonic well-being (happiness) for reinforcement learners based on how incoming rewards and observations differ from expectation. For example, if an agent expects to receive very small rewards in the future, it will be happy if it receives slightly larger (but still small) rewards. Similarly, observations that lead to adjusting expectations of future rewards upward contribute to happiness. This idea is based on experimental results in psychology [34] including the hedonic treadmill account of well-being on the one hand, and the temporal difference technique in reinforcement learning (see 35, ch. 6) on the other hand. It also operates on a relatively high-level, i.e. non-physical reinforcement learners, which already have a reward system in place, as opposed to dealing with the pure physics of our approach.

6. Conclusion

Based on common versions of hedonism, we described what is – to my knowledge – the first general formalization of hedonic well-being. Unfortunately, the formalization differs significantly from intuition in a number of ways. For each of these we proposed ideas for modifications that might remedy such problems. We thus hope that the present formalization lays the groundwork for further research in formalizing hedonistic accounts of well-being.
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The literature does not always make a clear distinction between wellbeing as having one’s desires about one’s state of consciousness fulfilled versus holding (conscious) beliefs about one’s desires (about the world, not only one’s mind) being fulfilled.