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Abstract: In this paper, we propose a novel approach to recognize radar targets on inverse synthetic aperture radar (ISAR) and synthetic aperture radar (SAR) images. This approach is based on the multiple salient keypoint descriptors (MSKD) and multitask sparse representation based classification (MSRC). Thus, to characterize the targets in the radar images, we combine the scale-invariant feature transform (SIFT) and the saliency map. The goal of this combination is to reduce the SIFT keypoints and their time computing time by maintaining only those located in the target area (saliency region). Then, we compute the feature vectors of the resulting salient SIFT keypoints (MSKD). This methodology is applied for both training and test images. The MSKD of the training images leads to construct the dictionary of a sparse convex optimization problem. To achieve the recognition, we adopt the MSRC taking into consideration each vector in the MSKD as a task. This classifier solves the sparse representation problem for each task over the dictionary and determines the class of the radar image according to all sparse reconstruction errors (residuals). The effectiveness of the proposed approach method has been demonstrated by a set of extensive empirical results on ISAR and SAR images databases. The results show the ability of our method to predict adequately the aircraft and the ground targets.
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1. Introduction

Nowadays, the synthetic aperture radar is becoming a very useful sensor for earth remote sensing applications. That is due to its ability to work under different meteorological conditions. Recent technologies of radar images reconstruction have significantly increased the overwhelming amount of radar images. Among them, we distinguish the inverse synthetic aperture radar (ISAR) and synthetic aperture radar (SAR). The difference between these two types of radar images is that the motion of the target leads to generate the ISAR images, whereas the motion of the radar conducts to obtain the SAR images. Both types are reconstructed according to the reflected electromagnetic waves of the target. Recently, the automatic target recognition (ATR) from these radar images has become an active research topic and it is of paramount importance in several military and civilian applications [1,2]. Therefore, it is crucial to develop a new robust generic algorithm that recognize the aerial (aircraft) targets in ISAR images and the ground battlefield targets in SAR images. The main goal of the ATR system from ISAR or SAR images is to assign automatically a class target to a radar image. To do so, a typical ATR involves mainly three steps: pre-processing, feature extraction and recognition. The pre-processing locates the region of interest (ROI) which is in the most time the target. The feature extraction step aims to reduce the information of the radar image by the conversion from pixel domain to the feature domain. The main challenge of this transformation (conversion) is to preserve and keep
the discriminative characterization of the radar image. These feature vectors are given as input of a classifier to recognize the class (label) of the radar images.

The ISAR and SAR images are chiefly composed by the target and the background areas. Thus, it is desired to separate these two areas in a fashion to preserve only the target information that is the more relevant to characterize radar images. For this purpose, a variety of methods have been proposed \cite{1,3–6} including the watershed segmentation, histogram equalization, filtering, thresholding, dilatation, opening and closing. Recently, according to the best performance of the visual saliency mechanism in several image processing applications \cite{7–9}, the remote sensing community follows the same philosophy, especially, to detect multiple targets in the same radar images \cite{10–12}. However, the visual saliency is not widely exploited in the radar images containing one target.

Regarding to the feature extraction step, a number of methods has been proposed to characterize radar images such as down-sampling, cropping, principal component analysis (PCA) \cite{13,14}, wavelet transforms \cite{15,16}, the Fourier descriptors \cite{1}, the local descriptor like the scale-invariant feature transform (SIFT) method \cite{17} and so on. Despite that the SIFT method proved its performance in different computer vision fields, a limited number of works used it to describe the target in radar images \cite{18,19}. That is due in one hand to its sensitivity to speckle. Consequently, it detects keypoints in the background of radar images which reduce the discriminative behavior of the feature vector. On the other hand, the computation of the whole SIFT keypoints descriptors needs a heavy computational time.

In the recognition step, many several classical classifiers have been adopted for ATR, such as k-nearest neighbors (KNN) \cite{20}, support vector machine (SVM) \cite{21}, adaBoost \cite{22}, softmax of deep features \cite{11,23,24}. In the literature, the most used approach to recognize the SIFT keypoints descriptors is the matching. However, this method requires a high runtime due to the huge number of keypoints. Recently, a great concern has been aroused for sparse representation theory. As a pioneer work, a sparse representation-based classification (SRC) method is proposed by Wright et al. \cite{25} for face recognition. Due to its outstanding performance, this method has been broadly applied to various kinds of several remote sensing applications \cite{13,15,26–30}. SRC determines a class label of test image based on its sparse linear combination with a dictionary composed by training samples.

In this paper, we demonstrate that not all the SIFT keypoints are useful to describe the content of radar images. It is wise and beneficial to reduce them by computing only those located in the target area. To achieve this, inspired by the work of Wang et al. \cite{31} in SAR image retrieval, we combine the SIFT with a saliency attention model. More precisely, for each radar image, we generate the saliency map by Itti’s model \cite{7}. The pixels contained in the saliency map are maintained and the remaining are discarded. Consequently, the target area is separated from the background. After that, the SIFT descriptors are calculated from the resulting segmented radar image. As a result, only the SIFT keypoints located in the target are computed. We call the built feature as multiple salient keypoints descriptors (MSKD). For the decision engine, we adopt the SRC method which is mainly used for the classification of one feature per image called single-task classification. In order to deal with the multiple features per image e.g. SIFT, Liao et al. \cite{32} have proposed to use multitask SRC which each single task is applied on one SIFT descriptor. Zhang et al. \cite{33} have drawn a similar system for 3D face recognition. Regarding these approaches, the number of the used SRC equals exactly to the number of test image keypoints which increases the computational load. To overcome this shortcoming, we use the MSKD as the input of the multitask SRC (MSRC). In this way, the number of used SRC per image is significantly reduced. Additionally, only the meaningful SIFT keypoints of the radar image are exploited for the recognition task. For short, we use the MSKD-MSRC to refer to the proposed method.

The rest of this paper is organized as follows. In section 2, we describe the proposed approach for radar target recognition. Afterward, the advantage of MSKD-MSRC is experimentally verified in section 3 on several radar images databases. Finally, the conclusion and perspectives are given in section 4.
2. Overview of the proposed approach: MSKD-MSRC

We illustrate in Figure 1 the working mechanism of the proposed method (MSKD-MSRC). It is composed by three complementary steps. The first and the second steps include the pre-processing and the characterization using MSKD method. The last step is dedicated to the recognition task using the MSRC classifier. These steps are detailed in the next subsections.

![Flowchart of the proposed ATR approach: MSKD-MSRC.](image)

**Figure 1.** Flowchart of the proposed ATR approach: MSKD-MSRC.

2.1. Radar images pre-processing and characterization: MSKD

As mentioned above, we combine the saliency map and SIFT descriptor in order to compute the MSKD for the radar images.

2.1.1. Saliency Attention

The human visual system (HVS) can automatically locate the salient regions on visual images. Inspired by the HVS mechanism, several saliency models are proposed to better understand how the attentional parts regions on images are selected. The most used model in the literature is that proposed by Itti et al. [7]. It locates well the salient regions on an image that visually attract the observers. To achieve this goal, this model exploits three channels: intensity, color and orientation. In this work, we do not integrate the color information using this model due to the grayscale nature of SAR and ISAR images. Based on the intensity channel, this model creates a Gaussian pyramid $I(\sigma)$, where $0 \leq \sigma \leq 8$. To obtain the orientation channel from the intensity images, the model applies a pyramid of oriented Gabor filters $O(\sigma, \theta)$, where $\theta \in \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}$ is the orientation angles for each level of pyramid. After that, the feature maps (FM) of each channel are computed using the center-surround difference ($\ominus$) between a center fine scale $c \in \{2, 3, 4\}$ and a surround coarser scale $s = c + \mu, \mu \in \{3, 4\}$ as following:

- **Intensity:**
  \[ I(c, s) = | I(c) \ominus I(s) | \]  \(1\)

- **Orientation:**
  \[ O(c, s, \theta) = | O(c, \theta) \ominus O(s, \theta) | \]  \(2\)

In total, 30 FM are generated (6 FM for intensity and 24 FM for orientation). To create one saliency map per channel, these feature maps are normalized and linearly combined. Finally, the overall saliency map is obtained by the summation of the two computed maps (intensity and orientation).
2.1.2. Scale Invariant Feature Transform (SIFT)

The scale invariant feature transform (SIFT) is a local method proposed by Lowe [17] to extract a set of descriptors from an image. This method has found a widespread use in different image processing applications [34–36]. The SIFT algorithm mainly covers four complementary steps:

- **Scale space extrema detection:** The image is transformed to a scale space by the convolution of the image \( I(x, y) \) with the Gaussian kernel \( G(x, y, \sigma) \):

\[
L(x, y, \sigma) = G(x, y, \sigma) * I(x, y)
\]

where \( \sigma \) is the standard deviation of the Gaussian probability distribution function. The difference of Gaussian (DOG) is computed as follows:

\[
\text{DOG}(x, y, \sigma) = L(x, y, p\sigma) - L(x, y, \sigma)
\]

where \( p \) is a factor to control the subtraction between two nearby scales. A pixel in the DOG scale space is considered as local extremum if it is the minimum or maximum of its 26 neighbors pixels (8 neighbors in the current scale and 9 neighbors in the adjacent scale separately).

- **Unstable keypoints filtering:** The found keypoints in the previous step are filtered to preserve the best candidates. Firstly, the algorithm rejects the keypoints with a DOG value less than a threshold, because these keypoints are with low contrast. Secondly, to discard the keypoints that are poorly localized along an edge, this algorithm uses a Hessian matrix of size 2 \( \times \) 2:

\[
H = \begin{bmatrix}
D_{xx} & D_{xy} \\
D_{xy} & D_{yy}
\end{bmatrix}
\]

We note \( \gamma_2 \geq 1 \) the ratio between the larger and the smaller eigenvalues of the matrix \( H \). Then, the method eliminates the keypoints that satisfying:

\[
\frac{\text{Tr}(H)^2}{\text{Det}(H)} \geq \frac{\gamma_2 + 1}{\gamma_2}
\]

where \( \text{Tr}(\cdot) \) is the trace and \( \text{Det}(\cdot) \) is the determinant.

- **Orientation assignment:** By selecting a region, we calculate the magnitude and the orientation of each keypoint. After that, a histogram of 36 bins weighted by a Gaussian and the gradient magnitude is built covering the 360 degree range of orientations. The orientation that achieves the peak of this histogram is assigned to the keypoint.

- **Keypoint description:** To generate the descriptor of each keypoint, we consider a neighboring region around the keypoint. This region has a size of 16 \( \times \) 16 pixels and are divided to 16 blocks of size 4 \( \times \) 4 pixels. For each block, a weighted gradient orientation histogram of 8 bins are computed. The descriptor is therefore composed by 4 \( \times \) 4 \( \times \) 8 = 128 values.

2.1.3. Multi salient keypoints descriptors (MSKD)

We illustrate in the second column of the Figure 2 the distribution of the SIFT applied to an example of ISAR and SAR images. It is clear that the SIFT generates a large number of keypoints to be processed. The majority of the these keypoints is located in the background of the radar images. This background doesn’t present a crucial information for radar image characterization. To handle this problem, we propose a new method called MSKD that combine a saliency attention and SIFT methods. More precisely, we apply firstly the saliency attention model on the radar image. An example of the saliency maps of SAR and ISAR images are illustrated in the second column of the Figure 1. It is observed that this model locates and enhances the most attractive regions of the input radar images which is the target area. This saliency map is exploited as a mask to segment the radar image into
background and target areas. An example of this segmentation is illustrated in the third column of the Figure 1. From the segmented radar image, we compute the SIFT keypoints. In this way, we filter out the keypoints located in the background region as illustrated in the third column of Figure 2.

Finally, the descriptors matrix of one radar image is expressed as:

$$\text{MSKD} = \begin{bmatrix}
SKP_1 & \ldots & SKP_k \\
1 & \ldots & 1 \\
\vdots & \ddots & \vdots \\
m & \ldots & m
\end{bmatrix}
$$

where $k$ is the number of salient keypoints (SKP) in the radar image and $m$ is the size of the descriptor of each SKP which is equals in our work to 128 values.

Figure 2. SIFT and MSKD keypoints distribution. First column: ISAR and SAR images. Second column: SIFT keypoints distribution. Third column: MSKD keypoints distribution.

### 2.2. Radar images recognition: MSRC

After obtaining the MSKD for each test and training radar images, the next step consists on its classification using the MSRC. More specifically, we first construct a dictionary containing all MSKD of training radar images. Given the MSKD of the test radar image to classify, we solve an optimization problem that codes each descriptor (task) of the test radar image by a sparse vector. The $l_2$ norm difference between these sparse vectors and the descriptors leads to obtain the residuals (the error of the reconstruction) of each class for each MSKD. These residuals are after sum up. Finally, the class with the minimum residual is affected to the test radar image.
2.2.1. Dictionary construction

The dictionary $A$ is obtained by the concatenation of all computed MSKD of training radar images as follows:

$$A = [\text{MSKD}_1, \ldots, \text{MSKD}_s] = [\text{SKP}_1 \ldots \text{SKP}_n] \\ = \begin{bmatrix}
1 & v_{1,1} & \cdots & v_{1,m} \\
\vdots & \vdots & \ddots & \vdots \\
m & v_{n,1} & \cdots & v_{n,m}
\end{bmatrix}$$

(8)

where $s$ is the number of training radar images. We mention that the number of salient keypoints (SKP) differs from a radar image to another. Assume that $n$ is the number of SKP in all training radar images, then, the size of the dictionary $A$ is $m \times n$ values.

2.2.2. Recognition via multitask sparse framework

Given a radar image to recognize, we compute from it the set of local descriptors using the MSKD method:

$$Y = [y_1, \ldots, y_k]$$

(9)

To recognize $Y$ in sparse framework, we should compute the sparse reconstruction errors (residuals) for each task $y_i$. After that, its class is found according to its sparse linear representation with all training samples:

$$Y = A.X$$

(10)

with $X = (x_1, \ldots, x_n) \in \mathbb{R}^{n \times k}$ is the sparse coefficient matrix. To obtain it, the following optimization problem is solved as follows:

$$\hat{X} = \min_X \sum_{i=1}^{k} \|x_i\|_1 \text{ subject to } \|Y - AX\|_2 \leq \epsilon$$

(11)

where $\|\cdot\|_1$ and $\|\cdot\|_2$ are respectively the $l^1$-norm and the $l^2$-norm. $\epsilon$ denotes the error tolerance. The Equation 11 represents a multitask problem since $X$ and $Y$ have multiple atoms (columns). This can be transformed to $k l^1$-optimization problem, one for each $y_i$ (each task):

$$\hat{x}_i = \min_{x_i} \|x_i\|_1 \text{ subject to } \|y_i - A\hat{x}_i\|_2 \leq \epsilon$$

(12)

Equation 12 can be efficiently solved via second-order cone programming (SOCP) [37]. After obtaining the sparsest matrix $\hat{X} = (\hat{x}_1, \ldots, \hat{x}_k)$, the total reconstruction error of each task for each class is computed as follows:

$$r_c(y_i) = \|y_i - \hat{y}_i\|_2 = \|y_i - A\delta_c(\hat{x}_i)\|_2$$

(13)

where $c = \{1, \ldots, nc\}$ is the labels of classes, $nc$ represents the number of classes and $\delta_c : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is the characteristic function that selects only the coefficients associated with the $c$-th class and set all others to be zero.

After that, the sum fusion is applied among all reconstruction residuals of all tasks according to the $nc$ classes. Finally, the MSRC decides the class of the test sample as the class that produces the lowest total reconstruction error:

$$\text{class}(Y) = \min_c \sum_{i=1}^{k} r_c(y_i)$$

(14)
3. Experimental results

In this section, we demonstrate the effectiveness of the proposed approach by conducting numerical recognition results on two radar images databases. The first one is composed by ISAR images and the second contains SAR images. To the best of our knowledge, until now there is not a generic approach proposed in the literature having the ability to recognize with the same treatment the ISAR and SAR images except our previous work [16]. That is why aside from our MSKD-MSRC, we also implement two ART methods which are practically close to our method for a fair comparison. The first one uses the SIFT with matching (SIFT+matching). The second one consists on using the MSKD method in combination with the matching (MSKD+matching). We note that the performance of the ATR system is related to its capabilities to locate (ROI) containing the potential targets and its ability to provide a high recognition rate from the signature of the targets.

3.1. Experiment on ISAR images

3.1.1. Database description

The ISAR images used in our work was acquired in the anechoic chamber of ENSTA Bretagne (Brest, France). The experimental setup of this chamber is depicted in Figure 3. The radar targets are illuminated with a frequency-stepped signal with a band varying between 11.65 GHz and 18 GHz. A sequence of pulses is emitted using a frequency increment $\Delta f = 50$ MHz. By applying the inverse fast Fourier transform (IFFT), we obtain 162 grayscale images per class with a size of $256 \times 256$ pixels. To construct the ISAR database images, we have used 12 reduced aircraft models with 1/48 reduced scale. For each target class, 162 ISAR images are generated. Consequently, the total number of ISAR images in this database is 1944. For a rigorous details about the experiments conducted on the anechoic chamber, the reader is refereed to [1,38]. Samples of each aircraft target class of this dataset are displayed in Figure 4.

![Figure 3. Experimental setup of the anechoic chamber.](image-url)

3.1.2. Target recognition results

We study in Figure 5 the influence of the number of atoms in the dictionary (the size of training set) on the recognition rate. We select randomly 195, 390, 585 and 780 atoms that correspond to 10%, 20%, 30% and 40% of all ISAR images in the database respectively. The remaining ISAR images are used for the test. Consequently, we adopt configurations where the number of ISAR images in the training set are less than those of the test set. It is observed that all methods are sensitive to the number of dictionary atoms. When this number increases, the recognition rate rise as well. The proposed
method outperforms the remaining ones under the different considered number of dictionary atoms. Additionally, comparing the matching and the MSRC to recognize the MSKD, it is observed that with the decreasing number of atoms, the recognition rate of MSKD+matching descends faster than that of the proposed method. In the upcoming experiments, we adopt 780 atoms. The comparison in term of the overall recognition rate is given in Table 1 where the best accuracy are highlighted in bold. According to this table, some observations are concluded. First, the SIFT method provides the worst result. That is due to the location of keypoints in the background of the ISAR images which is not necessary for the recognition as illustrated in Figure 2. Contrary, the MSKD contributes to enhance the recognition rate thanks to its concentration of SIFT keypoints in the target area. Then, by considering the matching, with a little number of keypoints of 23559 that corresponds to 17.83% of the 420027 initial keypoints, the recognition rate is improved by 5.29%. This issue demonstrates the benefit of the adopted filtration of the SIFT keypoints. Second, the MSRC performs better than the matching. That can be explained by the fact that the multitask sparsity of the MSKD of ISAR images leads to an enhancement of recognition rate.

![Figure 4. Twelve classes of ISAR database.](image)

![Figure 5. Recognition rate variation with the number of dictionary atoms on ISAR images database.](image)

We provide in Figure 6 the confusion matrix of the proposed method as well as the remaining ones. For each confusion matrix, the diagonal values correspond to the recognition rate per class that should be high, while the rest of values represents the misrecognition rate that must be low. The proposed method exceeds other methods for the recognition rate for all classes except the F15 target. In addition, the MSKD+MSRC gives a recognition rate of 100% for five target classes which are F117,
Table 1. Comparison between the recognition rate (%) of different methods on ISAR images database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>SIFT+Matching</th>
<th>MSKD+Matching</th>
<th>MSKD+MSRC (proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition rate</td>
<td>82.61</td>
<td>87.90</td>
<td>93.65</td>
</tr>
<tr>
<td>Number of keypoints</td>
<td>420 027</td>
<td>23 559</td>
<td>23 559</td>
</tr>
</tbody>
</table>

This improvement demonstrates the power of the combination of the MSKD and the multitask sparse classifier to recognize the ISAR images.

F104, A10, F14 and Mig29. The SIFT+matching gives a high recognition rate comparing to other methods for only one class which is the Rafale. The overall recognition rate of our method is 93.65% which is 11.04% and 5.75% better than SIFT+matching and MSKD+matching methods respectively. This improvement demonstrates the power of the combination of the MSKD and the multitask sparse classifier to recognize the ISAR images.

Figure 6. Confusion matrix of the different methods on ISAR images database: (a) MSKD+MSRC; (b) MSKD+matching; (c) SIFT+matching.
3.2. Experiments on SAR images

3.2.1. Databases description

Regarding to the SAR images, the moving and stationary target acquisition and recognition (MSTAR) public dataset\(^1\) is used. This last is developed by Air Force Research Laboratory (AFRL) and the Defense Advanced Research Projects Agency (DARPA). The SAR images in this dataset are gathered by the X-band SAR sensor in spotlight mode. The MSTAR dataset includes multiple ground targets. Samples of each military ground target class of this dataset are displayed in Figure 7. Two major versions are available for this dataset:

- SAR images under standard operating conditions (SOC, see Table 2). In this version, the training SAR images are obtained at the 17° depression angle and the test ones at 15° depression angle. Then, there is a depression angle difference of 2°.
- SAR images under extended operating conditions (EOC) including:
  - The configuration variations (EOC-1, see Table 3). The configuration refers to small structural modifications and physical difference. Similarly to the SOC version, the training and the test targets are captured at 17° and 15° depressions angles respectively.
  - The depression variations (EOC-2, see Table 4). The SAR images acquired at 17° depression angle are exploited for training, while the ones taken at 15°, 30° and 45° depressions angles are used for testing.

The main difference between the SOC and EOC versions is that in the SOC, the condition of training and test sets are very near contrary to the EOC. We note that in the opposite case of the ISAR images database, the MSTAR is already partitioned to training and test datasets.

3.2.2. Target recognition results

We provide in Table 5 the quantitative comparison between the different methods on several version of MSTAR dataset. As can be seen from this table, the MSKD performs much better than the use of the whole SIFT keypoints. The reason is that not all SIFT keypoints are useful to characterize the SAR images, and it can be remedied by the the adopted filtration method as illustrated in Figure 2. This

\(^1\) https://www.sdms.afrl.af.mil/index.php?collection=mstar
Table 2. Number of SAR images in MSTAR database under SOC.

<table>
<thead>
<tr>
<th>Target classes</th>
<th>Depression angle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>17°(train)</td>
</tr>
<tr>
<td>T62</td>
<td>299</td>
</tr>
<tr>
<td>T72</td>
<td>232</td>
</tr>
<tr>
<td>BRDM2</td>
<td>298</td>
</tr>
<tr>
<td>BMP2</td>
<td>233</td>
</tr>
<tr>
<td>BTR60</td>
<td>256</td>
</tr>
<tr>
<td>BTR70</td>
<td>233</td>
</tr>
<tr>
<td>2S1</td>
<td>299</td>
</tr>
<tr>
<td>D7</td>
<td>299</td>
</tr>
<tr>
<td>ZIL131</td>
<td>299</td>
</tr>
<tr>
<td>ZSU234</td>
<td>299</td>
</tr>
<tr>
<td>Total</td>
<td>2747</td>
</tr>
</tbody>
</table>

Table 3. Number of SAR images in MSTAR database under configuration variation: EOC-1. The content in bracket represents the serial number of configuration.

<table>
<thead>
<tr>
<th>Target classes</th>
<th>Depression angle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>17°(train)</td>
</tr>
<tr>
<td>BMP2</td>
<td>233(snc21)</td>
</tr>
<tr>
<td>BTR70</td>
<td>233(c71)</td>
</tr>
<tr>
<td>T72</td>
<td>233(snc132)</td>
</tr>
<tr>
<td>Total</td>
<td>689</td>
</tr>
</tbody>
</table>

Table 4. Number of SAR images in MSTAR database under depression variation: EOC-2.

<table>
<thead>
<tr>
<th>Target classes</th>
<th>Depression angle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>17°</td>
</tr>
<tr>
<td>2S1</td>
<td>299</td>
</tr>
<tr>
<td>BRDM2</td>
<td>298</td>
</tr>
<tr>
<td>ZSU234</td>
<td>299</td>
</tr>
<tr>
<td>Total</td>
<td>896</td>
</tr>
</tbody>
</table>

Conclusion in an important motivation for coupling the saliency attention and the SIFT. Additionally, the use of the multitask SRC leads to an overwhelming superiority compared to the matching approach thanks to the sparse vectors extracted from each task in the MSKD.

Considering the 10-class ground target (SOC), the recognition rate of the proposed method is 80.35% which is 35.17% and 32.52% better than the SIFT+matching and the MSKD+matching. The confusion matrix of all methods are displayed in Figure 8. The proposed method provides a confusion between the BMP2, BRDM2 and BTR70 targets because they have the same vehicle type which is the armored personnel carriers. It does not able to classify correctly the BMP2 target. However, it has the high recognition rates for all classes compared to the remaining methods.

Regarding to the configuration variations (EOC-1), the high recognition rate of 84.54% is given by the proposed method comparing to the remaining ones. It is an improvement of 40.14% and 17.22% compared to the competitors. We give in Table 6 the confusion matrix of the different methods to be
Table 5. Comparison between the recognition rate (%) of different methods on MSTAR dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>SIFT+Matching</th>
<th>MSKD+Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recognition rate</td>
<td>Number of keypoints</td>
</tr>
<tr>
<td>SOC</td>
<td>45.18</td>
<td>183,963</td>
</tr>
<tr>
<td>EOC-1</td>
<td>44.40</td>
<td>69,962</td>
</tr>
<tr>
<td>EOC-2 (15°)</td>
<td>61.49</td>
<td>66,124</td>
</tr>
<tr>
<td>EOC-2 (20°)</td>
<td>48.08</td>
<td>71,091</td>
</tr>
<tr>
<td>EOC-2 (45°)</td>
<td>33.33</td>
<td>66,306</td>
</tr>
</tbody>
</table>

Table 5 continued:

<table>
<thead>
<tr>
<th>Methods</th>
<th>SIFT+Matching</th>
<th>MSKD+Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recognition rate</td>
<td>Number of keypoints</td>
</tr>
<tr>
<td>SOC</td>
<td>80.35</td>
<td>35,459</td>
</tr>
<tr>
<td>EOC-1</td>
<td>84.54</td>
<td>15,751</td>
</tr>
<tr>
<td>EOC-2 (15°)</td>
<td>84.18</td>
<td>11,874</td>
</tr>
<tr>
<td>EOC-2 (20°)</td>
<td>68.58</td>
<td>12,974</td>
</tr>
<tr>
<td>EOC-2 (45°)</td>
<td>36.32</td>
<td>12,982</td>
</tr>
</tbody>
</table>

MSKD+MSRC (proposed)

<table>
<thead>
<tr>
<th>Methods</th>
<th>SIFT+Matching</th>
<th>MSKD+Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recognition rate</td>
<td>Number of keypoints</td>
</tr>
<tr>
<td>SOC</td>
<td>80.35</td>
<td>35,459</td>
</tr>
<tr>
<td>EOC-1</td>
<td>84.54</td>
<td>15,751</td>
</tr>
<tr>
<td>EOC-2 (15°)</td>
<td>84.18</td>
<td>11,874</td>
</tr>
<tr>
<td>EOC-2 (20°)</td>
<td>68.58</td>
<td>12,974</td>
</tr>
<tr>
<td>EOC-2 (45°)</td>
<td>36.32</td>
<td>12,982</td>
</tr>
</tbody>
</table>

Figure 8. Confusion matrix of the different methods on MSTAR dataset under SOC: (a) MSKD+MSRC; (b) MSKD+matching; (c) MKD+matching

studied under EOC-1 version. We remark that the recognition rates of BMP2 and T72 are obviously less than BTR70. This is because that they have many variants included in the test set which are not existed in the training set. We note also that the MSKD-MSRC holds a remarkable superiority on BTR70 and T72 classes. However, it performs poorly on BMP2 class. Moreover, SIFT+matching method is not able to recognize any images in the BTR70 class.
Table 6. Comparison between the confusion matrix (%) of different methods on MSTAR dataset under EOC-1 (configuration variation).

<table>
<thead>
<tr>
<th>SIFT+Matching (44.40)</th>
<th>MSKD+Matching (67.32)</th>
<th>MSKD+MSRC (proposed) (84.54)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMP2</td>
<td>BTR70</td>
<td>T72</td>
</tr>
<tr>
<td>BMP2</td>
<td>80.58</td>
<td>0</td>
</tr>
<tr>
<td>BTR70</td>
<td>53.57</td>
<td>46.42</td>
</tr>
<tr>
<td>T72</td>
<td>77.14</td>
<td>22.85</td>
</tr>
</tbody>
</table>

For the depression variations (EOC-2), the recognition rate is sharply degraded when the aspect angle increases for all methods. That is due to the variation between the aspect angles especially in the case of 30° and 45° which represent a change of 13° and 28° compared to the train targets captured at 17°. For instance, using the proposed method drops from 84.18% to 68.58% to 36.32%. The recognition rate of MSKD-MSRC still achieves the highest recognition rate in 15° and 30° depression angles. Whereas, the SIFT+Matching and the MSKD+Matching work better in the case of 45° depression angle. The proposed method gives a balanced recognition rate per class with a low value of the misclassification. However, for the 45° depression angle, we show a high confusion between BRDM2 and 2S1 which drastically degrades the overall recognition rate. Similarly, the 30° depression angle enjoys the trend with a more moderation to 45° depression angle.

Table 7. Comparison between the confusion matrix of different methods (%) on MSTAR dataset under EOC-2 (depression variation).

<table>
<thead>
<tr>
<th>SIFT+Matching (72.26)</th>
<th>MSKD+Matching (66.54)</th>
<th>MSKD+MSRC (proposed) (84.18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2S1</td>
<td>BRDM2</td>
<td>ZSU234</td>
</tr>
<tr>
<td>15°</td>
<td>91.61</td>
<td>8.39</td>
</tr>
<tr>
<td>BRDM2</td>
<td>27.37</td>
<td>72.62</td>
</tr>
<tr>
<td>ZSU234</td>
<td>29.56</td>
<td>17.88</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SIFT+Matching (61.49)</th>
<th>MSKD+Matching (53.50)</th>
<th>MSKD+MSRC (proposed) (68.58)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30°</td>
<td>2S1</td>
<td>BRDM2</td>
</tr>
<tr>
<td>BRDM2</td>
<td>11.81</td>
<td>72.22</td>
</tr>
<tr>
<td>ZSU234</td>
<td>11.08</td>
<td>15.27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SIFT+Matching (48.08)</th>
<th>MSKD+Matching (43.82)</th>
<th>MSKD+MSRC (proposed) (36.32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>45°</td>
<td>2S1</td>
<td>BRDM2</td>
</tr>
<tr>
<td>BRDM2</td>
<td>34.51</td>
<td>59.34</td>
</tr>
<tr>
<td>ZSU234</td>
<td>95.62</td>
<td>3.28</td>
</tr>
</tbody>
</table>

4. Conclusions and Future Work

This paper proposed a new generic algorithm called MSKD-MSRC for radar target recognition in ISAR/SAR images. Our approach represents each radar images with a set of salient keypoint descriptors (MKSD) located in the target area. For each test descriptor in the MSKD, a sparse reconstruction error (residual) according for each class is computed. After that, we sum all obtained residuals for the whole MSKD descriptors for all classes. The class with the minimum residual is affected to the test image. Extensive experiments are conducted on the ISAR images database and in the different version of MSTAR dataset. We notice that the SIFT and matching perform worst in the case of ten and eleven classes. However, it is a competitive method in the case of three classes. Considering the EOC condition, the difference in depression angles has generally more influence in recognition rate than the configuration variations. For all above performance comparisons in the experimental results, it can be concluded that despite that our approach does not provide the high recognition rate for all
classes, it achieves in most cases the high overall recognition rates with a balanced performance for all ISAR and SAR classes in a reasonable runtime. Additionally, it effectively deals with the challenge of target recognition under EOC with a slight degradation in the case of EOC-2 (45°). Considering the minor flaws of the proposed method, the future work will focus on using other local descriptors as well as testing the proposed system in other radar images databases such as those acquired in the maritime environment.
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