
Article 1 

Prediction vs. Performance of IDF curves from 2 

precipitation data of regional climate models for a 3 

Brazilian coastal county 4 

Daniela Martins1,*, Nadiane Smaha Kruk1, Paulo Ivo Braga de Queiroz2, Wilson Cabral de Souza 5 
Júnior1 and Gabriele Vanessa Tschöke3 6 

1 Water Resources and Environmental Sanitation Department. Aeronautics Institute of Technology – São 7 
José dos Campos, SP - Brazil. 8 

2 Geotechnics Department. Aeronautics Institute of Technology – São José dos Campos, SP – Brazil. 9 
3 Federal University of Paraná – Curitiba, PR - Brazil 10 
* Correspondence: engdanimartins@gmail.com; Tel.: +55-12-99165-5400 11 
 12 

Abstract: Drainage systems are usually dimensioned for design storms based on intensity-duration-13 
frequency (IDF) curves of extreme precipitation. For each location, different IDF curves are 14 
established based on local hydrological conditions. Recent research shows that these curves also 15 
vary with time, and should be updated with recent data. The purpose of this study is to evaluate 16 
IDF curves obtained from precipitation simulations from the Eta RCM, comparing them with IDF 17 
curves obtained from data of a rainfall station. Climate models can be a useful tool for assessing the 18 
impacts of climate changes on drainage systems, referring precipitation forecasts. In this study, the 19 
Eta RCM was forced by two global climate models: HadGEM2-ES and MIROC5. The bias of the 20 
precipitation data, generated by RCM models, was corrected using a Gamma distribution. The 21 
Juqueriquerê River Basin, in the cities of Caraguatatuba and São Sebastião, São Paulo State, Brazil, 22 
was chosen as a case study. The results show a good correlation between the IDF curves of simulated 23 
and observed rainfall for the control period (1960-2005), indicating the strong possibility of using 24 
the Eta RCM precipitation forecasts for 2007 - 2099 to establish future IDFs thereby, taking into 25 
account climate changes in urban drainage design. 26 

Keywords: IDF curves, urban drainage, regional climate model, bias correction, climate changes. 27 
 28 

1. Introduction 29 
Estimates of extreme rainfall events magnitudes are essential components of hydrological risk 30 

analysis and design of urban infrastructures [41]. These estimates are usually performed via statistical 31 
techniques that have temporal stationarity as a fundamental hypothesis.  32 

Several studies show that Earth's climate is changing and there is evidence that global 33 
temperature has been rising during the last century [15, 16, 34]. According to National Research 34 
Council [36], these changes in climate are the result of increased emissions of greenhouse gases like 35 
carbon dioxide (CO2) from the burning of fossil fuels and destruction of tropical forests. As observed 36 
by Agilan and Umamehesh [1], nowadays it is widely recognized that global climate changes are 37 
intensifying extreme rainfall events and creating a non-stationary component in the extreme rainfall 38 
time series.  39 

In addition to global warming and the increase of the frequency of El Niño events, there are 40 
other processes, which may also affect extreme rainfall incidence in urban areas, such as the 41 
urbanization process itself. Some surfaces absorb solar heat in excess, raising temperatures from 2 to 42 
10 °C and forming the heat islands [1, 31]. These heat islands are challenging to model although some 43 
trials are aiming to do it [20, 33]. 44 
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According to PBMC [16], the scientific uncertainties in projections of climate change are inherent 45 
to the climate system because they are the result of nonlinear interactions and complexities intrinsic 46 
to natural phenomena. One of these uncertainties is related to natural variability of the climate 47 
system; additionally, there are uncertainties in the climate models, which cannot include all 48 
parameters, such as the global and regional carbon balance. Finally, there are uncertainties related to 49 
the various scenarios proposed for the emission of greenhouse gases. 50 

Global and regional climate modeling have shown significant advances in recent years in 51 
considering representation of processes and phenomena critical for the study of climate change. 52 
Brazil has excelled in this area, developing regional and global atmospheric and coupled ocean-53 
atmosphere climate models [15] (These models results are available upon request [40]). According to 54 
Sordo-Ward et al. [47] the National Institute for Space Research (INPE, São Paulo, Brazil) started 55 
using and developing different versions of the Eta Model for regional climate simulations and 56 
projections and came to the conclusion that the Eta Model is capable of capturing the spatial and 57 
temporal patterns of precipitation and temperature compared to the observed data and precedent 58 
studies for the La Plata basin. 59 

Several studies indicate that, due to climate change, the hydrologic variables must be reviewed. 60 
Researchers developed futures intensity-duration-frequency (IDF) curves using model simulation 61 
(global or regional) [27, 39, 43, 48, 52]. For example, Solaiman and Simonovic [46] presented a 62 
methodology for updating the rainfall IDF curves for the City of London incorporating various 63 
uncertainties associated with the assessment of climate change impacts on a local scale. The results 64 
indicate that rainfall patterns in the City of London will most certainly change in future due to climate 65 
change. However, large uncertainties on projected rainfall intensity from six climate models impose 66 
constraints to the support of strong conclusions about the expected changes on future in the state of 67 
Alabama, United States, as reported by Mirhosseini et al. [32]. In this context, one can also cite studies 68 
by Madsen et al. [25] for Denmark and by Kao and Ganguly [19]. 69 

Vasiljevic et al. [50], analyzing two different periods, (1970-1984) and (1985-2003), noticed that 70 
storm drainage pipes would need to be larger in diameter due to the increased design rainfall 71 
intensities. Liew et al. [24] reported the lack of long rainfall records, which is common in most 72 
Southeast Asia countries and leads to the improper designs of urban drainage systems. Their study 73 
was validated on a site in Java, Indonesia. The RCM simulations might offer not only climate 74 
tendencies but also fill the lack of precipitation records. 75 

Regarding to precipitation data forecasts, climate models can be a useful tool for assessing the 76 
impacts of climate changes on drainage systems.  77 

The advantage of using a regional climate model (RCM), instead of a global one, is the increased 78 
spatial resolution, which can use finer grids in the area of interest and can better detail the topography 79 
of the region. This is possible through the technique of dynamic downscaling from global climate 80 
models (GCM).  81 

Dynamic downscaling by Regional Climate Models (RCM) ensures consistency between 82 
climatological variables; however, they are computationally expensive [41]. According to Liew et al. 83 
[24], who validated the IDF curves for a site in Java (Indonesia), the optimal mitigation measures can 84 
be taken only when project rainfall is derived from RCM with high resolution. 85 

Taking into account climate models predictions, it is possible to compare the results of 86 
simulations of a past period with observed data from rain gauge stations. However, according to Kuo 87 
et al. [22], rain gauge data are point measurements, expected to have larger temporal variability than 88 
RCM simulations, which give spatially averaged values. Data collected by rain gauges typically 89 
measure conditions over a small area (e.g., about 400 cm2 or slightly larger) while an RCM grid point, 90 
depending on the domain resolution, can simulate precipitation over an area of several to hundreds 91 
of km2 [4].  92 

Therefore, one cannot expect a perfect match between gauge data and model simulations, 93 
because they represent different scales. Moreover, precipitation data simulated by climate models is 94 
a simplified version of nature and driven by coarse resolution input data, and thus climate model 95 
bias remains a critical problem, often requiring corrections before the model results can be 96 
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comparable to rain gauge measurements [13]. In order to decrease the gap between the climate model 97 
scales and the local urban drainage scales taking into account the inaccuracies in describing 98 
precipitation extremes, downscaling methods and bias-correction methods are commonly used in 99 
practice [52]. 100 

This work aims to evaluate IDF curves obtained from precipitation data simulated by the Eta 101 
regional climate model. The validation was done by comparing these curves with IDF curves 102 
obtained from observed data of the rain gauge station E2-046, which was the only station in that 103 
region with rain gauge data. E2-046 data range over 31 years. 104 

2. Materials and Methods  105 
In order to evaluate IDF curves obtained from the Eta RCM, precipitation data from 20-km 106 

horizontal resolution simulations were used. A study area was selected to compare the IDF 107 
adjustment from the RCM data with the IDF adjusted from observed data, during the period 1961 to 108 
2005 (control period or baseline climate). The daily precipitation data simulated by Eta RCM were 109 
corrected for bias reduction by an accumulated bimodal, in which dry days were represented by a 110 
singled-value (zero) distribution, while rainy days were represented by a gamma distribution. This 111 
method was found to be more efficient in bias correction than power transformation [49]. 112 

As a study period of 31 years may be considered as a large one, both annual exceedances and 113 
annual maxima methods may be used in determining return period of extreme rainfalls [8]. In this 114 
work, the method of annual maxima was chosen. 115 

It should be stressed that extremes distributions are usually different of probability distribution 116 
functions. In particular, all distributions that have exponential tail (which is the case of gamma 117 
distribution) have Gumbel frequency distribution (Type I) for the extreme values [13]. 118 

The practice of hydrological project usually faces the problem of data scarcity from recording 119 
type rain gauge. Daily total records from rainfall station are much easier to obtain, and they provide 120 
only accumulated daily rainfall records. This problem is even harder for climate forecasting via 121 
numerical models, which usually have internal time steps of three hours, and standard outputs of 122 
daily-accumulated rainfall data. In this paper, a simple disaggregation technique was adopted to 123 
estimate extreme rains for shorter periods [37]. 124 

As the IDF adjustment requires precipitation intensities for storm durations shorter than 24 125 
hours, ratios given in the references were applied.  126 

 127 

2.1. The Eta RCM Model 128 
In order to obtain these forecasts for South America, regional climate model (RCM) simulations 129 

were performed with the Eta model [6, 7]. Eta model uses the Arakawa E Grid for horizontal 130 
discretization, which is a conservative finite difference (comparable to finite volume) scheme. Time 131 
integration uses a split-explicit technique [12] together with a forward-backward scheme due to [17]. 132 
Eta uses either the Betts-Miller-Janjíc [18] scheme for cumulus convection parameterization. Explicit 133 
precipitation is produced by a microphysics cloud scheme, which may be the Zhao [53] scheme. The 134 
longwave and shortwave parameterization schemes used were respectively the [11] and [23] 135 
schemes, as they were developed by the Geophysical Fluid Dynamics Laboratory (GFDL). The land-136 
surface processes are represented by the NOAH scheme [10] with the annual cycle of vegetation 137 
greenness. 138 

First, Eta model was nested in HadGEM2-ES (1.875°x1.250°, 38 levels) [9, 28], which is a global 139 
climate model developed by the Hadley Centre. Second, Eta was also nested in MIROC5 (1.4°x0.5-140 
1.4°, 40 levels) [51], which is a global climate model from the Japanese National Institute for 141 
Environmental Studies. Chou et al [6, 7] present several comparisons that attest Eta model capabilities 142 
in reproduction of regional patterns of precipitation. 143 
  144 
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2.2. Study Region 145 

The study region is the northern coast of São Paulo state, more specifically the Juqueriquerê 146 
River basin region (latitude 23°38'00"S and longitude 45°26'00"W), located in the municipalities of 147 
Caraguatatuba and São Sebastião, as shown in Figure 1. For the city of Caraguatatuba, a recent study 148 
determined two intensity-duration-frequency curves [29].  149 

Aiming at obtaining a time series of precipitation within the study area, a rain gauge station with 150 
daily rainfall data named E2-046 was selected by the Information System for Management of Water 151 
Resources of the State of Sao Paulo (SigRH <http://www.sigrh.sp.gov.br>). The gauge, which has been 152 
providing daily rainfall data since 1943, is located within the Juqueriquerê River Basin (Figure 2) at 153 
an altitude of 20 m, latitude 23°38'00"S and longitude 45°26'00"W, and is still active. Values of 154 
maximum daily rainfall for each year from the rain gauge station are presented in Figure 3. 155 

 156 
Figure 1: Location of the Juqueriquerê River Basin in Brazilian territory. 157 
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 158 
Figure 2: Map of the Juqueriquerê River Basin and grid points (dots) of the Eta RCM 20x20km model 159 
surrounding the E2-046 rainfall station. 160 

 161 

Figure 3: Maximum daily rainfall for each year for rain gauge station E2-046 (Caraguatatuba/SP) (70-162 
year series) 163 

RCM grid points were then selected (points 1 to 4, Figure 2). In order to compare the model 164 
simulations with the observations, the data from the four model grid points were interpolated to the 165 
E2-046 coordinates, using the inverse distance squared method. With the model and observed data 166 
now at the same point, the bias correction technique was applied to the simulated data. 167 

2.3. Bias Correction 168 
There are several methods to reduce bias. Tschöke et al. [49] used a bias correction technique 169 

based on the gamma distribution, which is assumed to be reliable for the distribution of precipitation 170 
events. Both the simulated and the observed distributions of rainfall intensities were considered to 171 
be very close to a gamma distribution. The distribution function is set excluding dry days, defined 172 
here as days with precipitation of less than 0.01 mm. 173 

The gamma distribution, which is a frequency distribution with two parameters, is given by 174 
equation 1: 175 
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Where x is normalized daily precipitation, γ a shape parameter, β a scale parameter and (y) is 176 
the complete gamma function. 177 

The cumulative distribution function is set excluding dry days, that is, days with less 178 
precipitation than 0.01 mm. The transfer function is obtained by  179 

););;;(( ,,,,,2
1

1
*

, calobscalobsvalsimvalsimvalsimvalsim XFFX  , (2) 

where X*sim,val is the corrected daily precipitation for the simulated data and validation period, α is a 180 
shape parameter and β a scale parameter. F is cumulative distribution function (F1 is the cumulative 181 
gamma distribution function of observed values, while F2 is the cumulative gamma distribution 182 
function of simulated values), X is the value of daily precipitation, X* is the value of corrected daily 183 
precipitation and indexes obs,val and sim,val refer to observed values and simulated values of the 184 
validation period, respectively. [49]. 185 

This is the function that corrects the simulated precipitation events by equalizing the statistical 186 
distributions of precipitation values simulated for the validation period (1961 - 2005) with the 187 
statistical distributions of the observed values in the calibration period (1971 - 2001), as descripted in 188 
Figure 4 and equation 2. 189 

 190 
Figure 4: Maximum daily rainfall observed and simulated (with bias correction) at the E2-046 191 
coordinates [49]. 192 

The annual maxima of the simulated daily precipitation data, referred to the E2-046 coordinates 193 
with bias correction, are presented in Figure 4. It is worth mentioning that the two nested climate 194 
models usually present different maximum values, which take place in different date. As an example, 195 
the maximum daily rainfall obtained from Eta-HadGEM2-ES model is 175 mm in 1996, while Eta-196 
MIROC5 produced its higher value of 136 mm in 1986, as shown in Figure 5. 197 

 198 
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Figure 5: Maximum daily rainfall observed and simulated (with bias correction) at the E2-046 199 
coordinates. 200 

2.4. Frequency Analysis: The Gumbel Distribution  201 
The objective of frequency analysis of hydrological variables is to relate the magnitude of the 202 

events to their frequency of occurrence through the use of a probability distribution. The results of 203 
frequency analysis are required to solve various engineering problems, such as, projects spillways of 204 
dams, bridges, culverts and flood control structures, and issues that involve estimating some 205 
characteristic value, such as minimum flow with 7-day and 10-year return period [24]. 206 

According to Magni [26], Gumbel was the first to employ extreme value theory in flood 207 
frequency analysis, yielding the so-called Gumbel distribution, also called an extreme value type 1 208 
distribution, often used for predicting maximum events. 209 

For extreme values of precipitation, it was used the Type 1 or Gumbel distribution. The 210 
cumulative probability function of the Gumbel distribution is given by [14] equation (3): 211 
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For -∞<y<∞; -∞<β<∞ and α>0.  212 
Hence, a density distribution function of Gumbel is (4):  213 
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With the parameters expressed by: 214 
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Where α is the scale parameter and β the position parameter, E[Y] is the average and VAR[Y]0,5 215 
the standard deviation of the sample. 216 

In the Gumbel distribution, as in [42] one has: 217 
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Where T is the return period in question. 218 
Thus, the values of maximum daily rainfall are calculated for several return periods. 219 

2.5. Correlation of durations  220 
Since the IDF curves require intensities for durations shorter than 24 hours, usually starting from 221 

5 minutes, its ratios were obtained from rain gauge data. For this rainfall station, there is also has data 222 
from rain gauge which allows the development of the disaggregation factors shown in Figure 6. 223 
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 224 

Figure 5: Correlation of durations observed in rain gauge E2-046 between 1971 and 2001 [30] 225 
minutes. 226 

In Brazil is relatively easy to obtain daily rainfall data, but rainfall data of shorter duration are 227 
rarely available, due to the lack of recording equipment, and when they do exist, they present 228 
relatively short series with many gaps [3]. 229 

According to CETESB [6], in 1966 the Agronomic Research Institute conducted a study aiming 230 
to establish a relationship between the maximum rainfalls for "1 day" (pluviometers) and "24 hours" 231 
(pluviographs), based on annual series covering the period from 1928 until 1965, obtaining values 232 
from 1.13 to 1.15 for different return periods. These values 1 day/24 hours are different because they 233 
represent correlations between data from pluviometers (1 day) and pluviographs (24 hours). The 234 
daily precipitation corresponds to the value between the rainfall of two fixed observation hours, 235 
while 24 hours of rainfall is the highest value corresponding to rain a consecutive period of 24 hours. 236 
For this work, the average of these correlations is used, 1.036. This coefficient is used to convert 1-237 
day precipitation into 24-hour precipitation. 238 

3. Results and Discussion 239 

3.1. Analysis of comparative frequency, between Model and Rain Gauge Data 240 

The frequency distribution for the two data sets of daily precipitation, Eta RCM precipitation 241 
data and observed data, is shown in Figure 6. Is possible to notice that there are outliers above 242 
180mm/per day in the observed data, as they did no pass on the test proposed by Rosner [44] by a 243 
significance of 5%. 244 

In fact, the correlation for values above 120 just seems to be poor. However, the problem is that, 245 
as a supposedly random distribution, the absence or the presence of data at the histogram depends 246 
on the expected value of the accumulated distribution. 247 

For example, when one takes 16500 random values distributed by a gamma with κ=0.631552 and 248 
θ=22.87797, although the expected number of values between 140 and 150 is 2.88, a random 249 
distribution may produce no values at this interval. Figure 6 shows two Monte Carlo [2, 21] random 250 
distributions plotted against the theoretical histogram. The “experimental” histogram might be 251 
interpreted as a “poor” representation of the gamma distribution, although it was generated to follow 252 
that gamma. 253 
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 254 

Figure 6: Analysis of total daily precipitation frequency for station E2-046 and both Eta RCM between 255 
1961 and 2005 with the presence of the theoretical histogram. 256 

From this analysis, it can be seen that the data have a high correlation and therefore can generate 257 
consistent annual maximum rainfall data, permitting the comparison of the curves generated by the 258 
rain gauge station and by the Eta-HadGEM2-ES and Eta-MIROC5 RCM. 259 

3.2. IDF Curve for rain gauge station  260 
Using the Gumbel distribution fitted to the observed data set, the parameters α and β were 261 

obtained and used to generate the daily precipitation values for return periods (T) of 2, 5, 10, 15, 20, 262 
25, 50 and 100 years, respectively, as shown in Table 2: 263 

Table 2: Calculation of maximum daily rainfall (mm), for several return periods using Gumbel 264 
distribution fitted to rain gauge station:E2-046: Caraguatatuba/SP. 265 

Variable Values obtained using the Gumbel distribution 
β 31,44 
α 86,79 
T 2 5 10 15 20 25 50 100 

F (1 day;T) 0,50 0,80 0,90 0,93 0,95 0,96 0,98 0,99 
P (1 day; T) 

mm 98,31 133,94 157,53 170,84 180,16 187,34 209,46 231,41 

Disaggregating the maximum daily rainfall into durations of 24h, 12h, 8h, 6h, 2h, 1h, 30 min, 25 266 
min, 20 min, 15 min, 10 min and 5 min, as described previously, it was obtained the precipitation 267 
amounts showed in Table 3: 268 
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Table 3: Precipitation amounts (mm) obtained for rain gauge station: E2-046: Caraguatatuba/SP. 269 

   Retun Period 

Rainfall 
Duration 

Rainfall 
Duration 

(min) 

Relation 
Between 
Rainfall 

2 5 10 15 20 25 50 100 

5 min 5 0,064 6,26 8,53 10,03 10,87 11,47 11,92 13,33 14,73 
10 min 10 0,126 12,43 16,93 19,92 21,60 22,78 23,69 26,48 29,26 
15 min 15 0,169 16,60 22,62 26,61 28,85 30,43 31,64 35,38 39,08 
20 min 20 0,202 19,82 27,00 31,76 34,44 36,32 37,77 42,23 46,65 
25 min 25 0,228 22,46 30,60 35,99 39,03 41,16 42,80 47,85 52,86 
30 min 30 0,251 24,71 33,66 39,59 42,94 45,28 47,08 52,64 58,16 
1 hour 60 0,346 34,03 46,36 54,53 59,14 62,36 64,85 72,50 80,10 
2 hours 120 0,453 44,57 60,72 71,42 77,45 81,68 84,93 94,96 104,91 
6 hours 360 0,649 63,77 86,88 102,19 110,82 116,87 121,52 135,87 150,11 
8 hours 480 0,705 69,30 94,42 111,06 120,44 127,01 132,07 147,66 163,13 
10 hours 600 0,750 73,74 100,47 118,17 128,15 135,14 140,52 157,11 173,58 
12 hours 720 0,788 77,46 105,54 124,13 134,61 141,96 147,61 165,04 182,33 
24 hours 1440 1,036 101,85 138,76 163,21 177,00 186,65 194,09 217,00 239,74 

1 day  1 98,31 133,94 157,53 170,84 180,16 187,34 209,46 231,41 

These observed data are shown in the form of IDF curves in Figure 7. 270 

 271 
Figure 7: IDF curves in a logarithmic scale for different durations and different return periods for rain 272 
gauge E2-046: Caraguatatuba/SP. 273 

3.3. IDF Curves from Eta RCM simulation data: Control Period 1961-2005 274 
After processing the data, IDF curves for the Eta-HadGEM2-ES and Eta-MIROC5 were 275 

determined using the same methodology employed to the observed data. 276 
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The daily precipitation for return periods (T) of 2, 5, 10, 15, 20, 25, 50 and 100 years is shown in Table 277 
4 and 6: 278 

Table 4: Calculation of maximum daily rainfall (mm), for several return periods using Gumbel 279 
distribution from Eta-HadGEM2-ES data. 280 

Variable Values obtained using the Gumbel distribution 
β 24,57 
α 83,50 
T 2 5 10 15 20 25 50 100 

F (1 day;T) 0,50 0,80 0,90 0,93 0,95 0,96 0,98 0,99 
P (1 day; T) 

mm 
92,50 120,35 138,79 149,19 156,47 162,08 179,36 196,52 

Disaggregating the maximum daily rainfall into 24h, 12h, 8h, 6h, 2h, 1h, 30 min, 25 min, 20 min, 281 
15min, 10 min and 5 min, it was obtained the precipitation amounts showed in Table 5 and 7. 282 

Table 5: Precipitation amounts (mm) obtained from the Eta-HadGEM2-ES data. 283 

   Retun Period 

Rainfall 
Duration 

Rainfall 
Duration 

(min) 

Relation 
Between 
Rainfall 

2 5 10 15 20 25 50 100 

5 min 5 0,064 5,89 7,66 8,83 9,50 9,96 10,32 11,42 12,51 
10 min 10 0,126 11,70 15,22 17,55 18,86 19,78 20,49 22,68 24,85 
15 min 15 0,169 15,62 20,33 23,44 25,20 26,43 27,38 30,29 33,19 
20 min 20 0,202 18,65 24,26 27,98 30,08 31,54 32,68 36,16 39,62 
25 min 25 0,228 21,13 27,49 31,70 34,08 35,74 37,03 40,97 44,89 
30 min 30 0,251 23,25 30,25 34,88 37,49 39,32 40,73 45,08 49,39 
1 hour 60 0,346 32,02 41,66 48,04 51,64 54,16 56,10 62,08 68,02 
2 hours 120 0,453 41,94 54,56 62,92 67,63 70,94 73,48 81,31 89,09 
6 hours 360 0,649 60,00 78,07 90,03 96,77 101,50 105,14 116,35 127,48 
8 hours 480 0,705 65,21 84,84 97,84 105,17 110,31 114,26 126,44 138,54 
10 hours 600 0,750 69,39 90,27 104,10 111,91 117,37 121,58 134,54 147,41 
12 hours 720 0,788 72,89 94,83 109,35 117,55 123,29 127,71 141,33 154,84 
24 hours 1440 1,036 95,83 124,68 143,78 154,56 162,11 167,92 185,82 203,59 

1 day  1 92,50 120,35 138,79 149,19 156,47 162,08 179,36 196,52 

Table 6: Calculation of maximum daily rainfall (mm), for several return periods using Gumbel 284 
distribution from Eta-MIROC5 data. 285 

Variable Values obtained using the Gumbel distribution 
β 18,76 
α 87,43 
T 2 5 10 15 20 25 50 100 

F (1 day;T) 0,50 0,80 0,90 0,93 0,95 0,96 0,98 0,99 
P (1 day; T) 

mm 94,31 115,58 129,66 137,60 143,16 147,45 160,64 173,74 

 286 

  287 
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Table 7: Precipitation amounts (mm) obtained from the Eta-MIROC5 data. 288 

   Retun Period 

Rainfall 
Duration 

Rainfall 
Duration 

(min) 

Relation 
Between 
Rainfall 

2 5 10 15 20 25 50 100 

5 min 5 0,064 6,00 7,36 8,25 8,76 9,11 9,39 10,23 11,06 
10 min 10 0,126 11,92 14,61 16,39 17,40 18,10 18,64 20,31 21,97 
15 min 15 0,169 15,93 19,52 21,90 23,24 24,18 24,90 27,13 29,34 
20 min 20 0,202 19,01 23,30 26,14 27,74 28,86 29,72 32,39 35,03 
25 min 25 0,228 21,54 26,40 29,62 31,43 32,70 33,68 36,70 39,69 
30 min 30 0,251 23,70 29,05 32,58 34,58 35,98 37,06 40,37 43,66 
1 hour 60 0,346 32,64 40,00 44,88 47,63 49,55 51,04 55,60 60,14 
2 hours 120 0,453 42,76 52,40 58,78 62,38 64,90 66,84 72,83 78,77 
6 hours 360 0,649 61,18 74,97 84,10 89,26 92,86 95,64 104,20 112,70 
8 hours 480 0,705 66,49 81,48 91,40 97,00 100,92 103,94 113,25 122,48 
10 hours 600 0,750 70,74 86,69 97,25 103,21 107,38 110,60 120,50 130,32 
12 hours 720 0,788 74,31 91,07 102,16 108,42 112,80 116,18 126,57 136,90 
24 hours 1440 1,036 97,71 119,74 134,32 142,55 148,32 152,75 166,43 180,00 

1 day  1 94,31 115,58 129,66 137,60 143,16 147,45 160,64 173,74 

These model–derived data are shown in the form of IDF curves in associated with observed IDF 289 
in Figure 8. It shows 5, 10, 50 and 100-year IDF curves respectively for rain gauge E2-046 and the Eta-290 
HadGEM2-ES and Eta-MIROC5 RCM model interpolated to the gauge location. The curves are 291 
distant from the IDF observed but the curve of Eta-HadGEM2-ES is closer than Eta-MIROC5. The 292 
discrepancy between the expected and observed data is of a modest magnitude. 293 

 294 
Figure 8: IDF curves for different durations and different return periods for observed data of rainfall 295 
station E2-046 and Eta-HadGEM2-ES/MIROC5 in logarithmic scale interpolated to the location of rain 296 
gauge E2-046. 297 
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Furthermore, Figures 9 and 10 show points on the 10-year and 100-year IDF curves respectively 298 
for rain gauge E2-046 and the Eta RCM model interpolated to the gauge location. One notices that 299 
the curves with a return period of 10 years are very close to each other. However, for the curves for 300 
a higher return period, namely 100 years, as shown in Figure 10, the values are slightly different for 301 
shorter duration. The Eta-MIROC5 tends to underestimate the results, while the Eta-HadGEM2-ES 302 
tends to be closer to the observed data. At last, models are usually unable to predict outliers, which 303 
may have real causes in rare events or may be due to wrong measurements. 304 

  305 
Figure 9: Values of the average rainfall intensity for rain gauge and Eta-HadGEM2-ES and Eta-306 
MIROC5 in relation to the rain gauge E2-046 for return period of 10 years. 307 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 4 April 2018                   doi:10.20944/preprints201804.0055.v1

http://dx.doi.org/10.20944/preprints201804.0055.v1


 14 of 17 

 

 308 
Figure 10: As in Fig 7, but for return period of 100 years. 309 

4. Conclusions 310 

The design of a drainage structure must be closely related to local hydrological data. This study 311 
compared rain gauge E2-046 data and Eta RCM precipitation data for the purpose of generating IDF 312 
curves to assist in design of drainage structures. This work is relevant because there are no reliable 313 
IDF curves for Caraguatatuba, so that the designers have been using IDF curves from Ubatuba, a 314 
nearby town. 315 

From the frequency analysis, comparing the rain gauge (E2-046) and Eta RCM (Eta-HadGEM2-316 
ES and Eta MIROC5) for the same point, one can see that the IDF curves almost overlap as shown 317 
Figure 8, 9 and 10. Furthermore, correcting bias was fundamental because the method reduces the 318 
systematic errors produced by the Eta RCM. 319 

The IDF curves presented are practically identical for a return period of 10 years, but when the 320 
return period increases to 100 years, the intensities of short duration tend to be higher for the IDF 321 
from model data than for the IDF from observed data, based on 31 years of data (control period). 322 

The results present a very good correlation between the two IDF curves for the control period 323 
(1961-2005), indicating the possibility of using the Eta RCM precipitation forecasts from 2007 - 2099 324 
to establish a future IDF and thereby, allowing the consideration of climate changes in urban drainage 325 
design. 326 
Despite complex, this methodology has the objective of validate regional models from observed data giving 327 
opportunity for the generation of future curves. It should be noticed that the displacement among these curves 328 
do not change the drainage projects both large and small projects.Acknowledgments: The authors would like 329 
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