Abstract: In previous studies we found that generalized functions can be smooth, discrete, periodic or discrete periodic and they can either be local or global and they are regular or generalized functions. We also saw that these properties were related to Poisson’s summation formula on one hand and to Heisenberg’s uncertainty principle on the other. In this paper, we interlink these studies and show that scalars (real or complex numbers) considered as trivial functions are discrete and periodic, local and global as well as regular and generalized, simultaneously. However, this is also a paradox because it means that Dirac’s δ and 1 (its Fourier transform) coincide. They both are unity. We show that δ and 1 coincide in the sense of scalars (real or complex numbers) but they differ in the sense of (generalized) functions. This result can moreover be related to Max Born’s principle of reciprocity. It also answers an open question in present-day quantum mechanics because it means that the Dirac delta squared is simply delta.
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1. Introduction

It is commonly known today that the Fourier transform of a Dirac comb is a Dirac comb [1–8]. This alone is very interesting. Because if we think of a Dirac comb as a sampled constant function 1 then its Fourier transform is again a sampled constant function 1. Symbolically, we may write $\mathcal{F}(\underbrace{1}_{m=1}) = \underbrace{1}_{m=1}$ where $\underbrace{1}_{m=1}$ denotes sampling at integers and $\underbrace{1}_{m=1}$ denotes sampling at integers applied to 1 which is a Dirac comb [9]. In other words, the Fourier transform of a "discrete" 1 is a "discrete" 1.

Transferring this finding to a "smooth" 1, i.e., to the ordinary real number 1, it means that the Fourier transform of 1 should be 1 and, indeed, this result is obtained if it turned out that Dirac’s δ and 1 are the same number. We already know that the Fourier transform of 1 is a Dirac delta, symbolically

$$\mathcal{F}1 = \delta$$

and

$$\mathcal{F}\delta = 1$$

where $\mathcal{F}$ is defined according to the "unitary, ordinary frequency" Fourier transform convention [10].

We start from δ, trivially being multiplied by a constant function 1, which according to the sampling property [11] of δ, given in (11), (12), is

$$\delta = \delta \cdot 1 = 1.$$  \hspace{1cm} (1)

In other words, sampling 1 at the origin yields 1. One may think of this formula as depicted in Figure 1, Figure 3 or Figure 4. It is moreover true in the discrete case. An equivalent "fully discrete" formulation of (1) is

$$1 = [1, 0, \ldots, 0]^T \cdot [1, 1, \ldots, 1] = 1,$$  \hspace{1cm} (2)

where $[1, 0, \ldots, 0]^T$ is a column vector representing the Dirac impulse at zero position, $[1, 1, \ldots, 1]$ denotes the discrete constant function 1, and $\cdot$ represents the dot product, also known as inner product.
or scalar product in \( \mathbb{R}^n \). By "fully discrete" we mean that \( \delta \) and 1 are discrete in both, time and frequency domain (Figure 2). It results in \( n \)-tuples (vectors) as explained in the next section.

![Figure 1. A unit mass as observed in time and frequency domain. Its shape in frequency domain depends on whether we think of it as focused (white) or defocused (black) entity. In contrast to that it remains both, focused and defocused simultaneously (scalar), as long as we do not decide its shape.](image)

Back to the "fully smooth" case, let us Fourier transform (1). It yields

\[
\mathcal{F}(\delta) = \mathcal{F}(\delta \cdot 1) = \mathcal{F}(\delta) \ast \mathcal{F}(1) = 1 \ast \delta = 1
\]

where \( \delta \) is the neutral element with respect to convolution. But, more generally, the latter equality also holds on constants. Let \( c \) be any complex number then it can of course be written

\[
c \ast \delta = c
\]

or, using the Fourier transform, alternatively as

\[
c \cdot 1 = c
\]

where we think of \( c \) as a constant function. Moreover, in contrast to that and according to the definition of convolution, we also have

\[
c \ast 1 = c
\]

where we think of \( c \) as an ordinary number that has been taken as the "weights" for a function that is constantly 1. Fourier transforming this formula yields

\[
c \cdot \delta = c
\]

which is also true because sampling a constant \( c \), wheresoever, yields a scalar \( c \). One may observe that (3) is more general than (1). This approach of testing generalized functions such as \( \delta \) or 1 on constant "test functions" will be needed later. It follows the central idea of distribution theory \([12–17]\) where any "action" of generalized functions is tested on smooth functions.

In Section 2, we first summarize our results so far and provide a brief introduction to the theory of generalized functions in Appendix 7 and to definitions used in Appendix 8. Section 3 then presents the two central theorems in this study and Section 4 as well as Appendix 9 relate these results to quantum mechanics and relativity theory. In Section 5, we describe a few applications. Conclusions are finally given in Section 6.
2. Preliminaries

In a first study, we introduced discretization \( \perp \perp \perp \) and periodization \( \triangle \triangle \triangle \) within the space of tempered distributions \( S' \) and showed that periodizing a function in "time domain" means discretizing a function in "frequency domain". In that way, functions can be converted from being fully smooth (i.e. smooth in both, time and frequency domain) to functions which are being fully discrete (i.e. discrete in both, time and frequency domain), i.e., to vectors, matrices or tensors (depending on whether they depend on one, two or more variables) by applying discretization and periodization, respectively [18].

Vice versa, fully discrete functions (vectors, matrices or tensors) can be converted back to fully smooth functions via inverse periodization (localization) and inverse discretization (regularization) [19].

It followed that the space of tempered distributions falls into four parts (or three if the two mixed spaces are combined to a space of "half-discrete" functions) [20]:

\[
S' = S_{SS}' \cup (S_{SD}' \cup S_{DS}') \cup S_{DD}'.
\]

\( S_{SS}' \) includes functions which are smooth in both time and frequency domain (it coincides with \( S \), the Schwartz space), \( S_{SD}' \) includes functions which are smooth in time and discrete in frequency domain, \( S_{DS}' \) includes functions which are discrete in time and smooth in frequency domain and \( S_{DD}' \) includes functions which are discrete in both time and frequency domain. We will now see that – as an exception – scalars belong to all these spaces (Figure 2).

3. A Paradox of Unity

One may already have noticed that (1) looks like a contradiction. It cannot be explained, at least, with everything we know so far. We now prove this formula using rigorous distributional means. Readers unfamiliar with the applied proof technique may refer to Appendix 7.
Figure 3. A unit mass. It is trivially embedded in all higher dimensional spaces. Outside unity it is $\delta$, inside unity it is 1. From outside it is local, from inside it is global and the Fourier transform switches from inside to outside $\mathcal{F}1 = \delta$ and from outside to inside $\mathcal{F}\delta = 1$. This way of thinking remains true in arbitrary dimensional, either smooth or discrete spaces, even in zero-dimensional spaces.

**Theorem 1.** Let $\delta$ be Dirac’s delta and 1 its Fourier transform, then

$$\delta = 1$$

in the sense of scalars (real or complex numbers).

**Proof.** Applying $\delta \in \mathcal{E}'$ to any constant test function $c \in \mathcal{E}$ we obtain

$$\langle \delta, c \rangle = c(0) = c = \langle 1, c \rangle$$

i.e., $\delta$ and 1 coincide in the sense of constant functions. $\square$

**Theorem 2.** Let $\delta$ be Dirac’s delta and 1 its Fourier transform, then

$$\delta \neq 1$$

in the sense of (generalized) functions.

**Proof.** Applying $\delta \in \mathcal{E}'$ to any non-constant test function $\varphi \in \mathcal{E}$ we obtain

$$\langle \delta, \varphi \rangle = \varphi(0) \neq \varphi = \langle 1, \varphi \rangle$$

i.e., $\delta$ and 1 differ in the sense of generalized functions. $\square$

Theorem 1 tells us that whenever unity is meant as scalar, its Fourier transform is again scalar. But if unity is meant as function then it is $\delta$ or the function that is constantly 1. Hence, their Fourier transforms are 1 or $\delta$, respectively. Although this might seem paradoxical at first sight, Theorem 1 and Theorem 2 do not contradict each other. They even complement each other. This can be seen by
Looking at their proofs. We either used constant or non-constant functions taken from the test function space $E$ of $\delta \in E'$ in order to check its impact on functions.

The following corollary is an immediate consequence of Theorem 1.

**Corollary 1.** Let $F$ be the “unitary, ordinary frequency” Fourier transform (in the distributional sense) and let 1 be unity (real number). Then

$$F1 = 1$$

in the sense of scalars.

It follows immediately from rules $F\delta = 1$ and $F1 = \delta$ which are commonly known. Table 1 summarizes all rules found so far. Generalizing this, we also have the following statement.

**Corollary 2.** Let $F$ be the “unitary, ordinary frequency” Fourier transform (in the distributional sense) and let $c$ be any complex number. Then

$$Fc = c$$

in the sense of scalars.

The latter is implied by the linearity of $\langle \cdot, \cdot \rangle$ and of ordinary integrals. Property (7) is also expressed by saying: Scalars are self-reciprocal, as we will see later. Let us now try to better understand these results. We may interpret them in the following way.

Unity arises in three different ways. It can be scalar, focused or defocused (Figure 1). Alternatively, we may say it can be scalar, local or global (Figure 3) and, equivalently, we may say it can be scalar, discrete or smooth (Figure 4). Additionally, we may say it arises as scalar (ordinary number), as regular function (constantly one) or as generalized function (Dirac delta). Within its own, zero-dimensional space it is even scalar and discrete (focused, local) and smooth (defocused, global), simultaneously. In contrast to that, in any higher-dimensional space, the properties of being “local” and “global” are virtually ripped apart due to the extent of the space and then swapped by the Fourier transform (Figure 4). We may therefore think of $\delta$ as the space’s inner “kernel” (most local element) and of 1 as its outer “sky” (most global element) or a “ball” representing the whole space (Figure 5). Discreteness arises as soon as we think of unity as if it were “taken out of its context” (embedded in zeros) and smoothness arises as soon as we think of unity as if it were “repeated in all dimensions” (padded by itself). Recall that we already encountered a discreteness-periodicity duality in [18] and a locality-globality duality
in [19]. They are expressed in Poisson’s summation formula and in Heisenberg’s uncertainty principle, respectively.

![Figure 4. Three shapes of unity.](image)

Replacing "discrete" by "generalized function" and "smooth" by "regular function" in Figure 4, we see that it actually yields formula (1) and therewith reflects the overall idea of distribution theory where generalized functions applied to smooth functions yield scalars, see Appendix 7, eq. (14). Hence, all distribution theory melts down at unity by applying δ to constantly 1 yielding scalar 1, expressed in Figure 4, (1), (2), (8) and (14).

4. The Principle of Reciprocity

It has already been suggested in Figure 3 to think of the Fourier transform as an operation that allows switching from a scalar’s inside to its outside and, vice versa, from its outside to its inside. More generally, it even seems that higher-dimensional spaces behave like individual scalars (Figure 5).

One may observe furthermore that any positively expanding space (Figure 5, right) is mirrored by a negatively expanding space (Figure 5, left) where inside and outside are swapped. This can be thought of letting a clock run forward in one space ("time" running forwards), and to simultaneously look at the same clock from the other side: It runs backwards, i.e. "frequency" runs forward in this space. Scalars are obviously fixpoints of the Fourier transform (Figure 5, middle) because they are not structured at all, i.e., inside equals outside. The following notation will therefore be advantageous (one may compare this to Figure 4):

\[ 1 \in \mathbb{R}^{-n} \text{ which is a Dirac } \delta \text{ applied to constantly one } 1 \in \mathbb{R}^{+n} \text{ yields } 1 \in \mathbb{R}^0, \tag{8} \]

i.e., the space dimensions \(-n\) and \(+n\) add up to 0. Negative-dimensional spaces are motivated in section 5.1, multi-dimensional scalars (e.g. \(1 \in \mathbb{R}^n\)) are proposed in 5.2 and an example for \(\delta\) in \(\mathbb{R}^2\) discretized with \(n = 4\) in both dimensions is explicitly given in Section 5.3.

Looking at Figure 5, the reader may feel reminded of "big bang theory" and the history of our universe. One may also see mother Earth from "inside", looking at its blue sky and being aware of its hot inner core (Figure 5, right). Simultaneously, one may see mother Earth as blue dot from "outside" and being aware of the homogeneously distributed, still "warm" cosmic background radiation (Figure 5, left). There is indeed a striking parallel to all these things which is expressed in Max Born’s principle of reciprocity [21–26].
He proposed this principle in the endeavour to unify laws applicable in microscopic (quantum theory) and macroscopic dimensions (relativity). Einstein’s famous formula $E = mc^2$, for example, appears a bit unbalanced. One may, however, rewrite it as

$$Ec^{-1} = mc^{+1}$$

to better emphasize its “reciprocity”. We may think of $c^{-1}$ as “time” (seconds per unit) and of $c$ as “frequency” (units per second). Einstein’s formula now reminds us of the energy conservation law between “time” and “frequency” domain, Parseval’s theorem [27]. Another thought that comes into mind is that the “difference” between $c^{-1}$ and $c^{+1}$ actually measures (twice) the “distance” from “big-bang” to where we are (Figure 5), in other words, the “time” that has passed since then. Thinking about the paradox of unity, it would moreover be interesting to go back to where “time was zero” by letting the velocity of light be unity, hence $c = 1$, and despite this seems absurd, it is indeed occasionally done, for example in [28,29], to achieve symmetry between momentum-energy and space-time.

Max Born proposed amongst others also splitting up Planck’s constant [28]

$$h = ab$$

into two factors $a$ and $b$ each absorbing half of all units such that momentum-energy and space-time appear in true balance and unitless. “There is strong formal evidence for the hypothesis, which I have called the principle of reciprocity, that the laws of nature are symmetrical with regard to space-time and momentum-energy …” He moreover wrote “The property of self-reciprocity can also be expressed by saying that [a function] is its own Fourier transform.” and that “These eigenfunctions [of the Fourier transform] represent all possible self-reciprocal scalars, vectors, and tensors.” [28]. In other words, he postulated that even scalars can be self-reciprocal – as found in Corollary 1 and Corollary 2.

5. Applications

5.1. Negative Dimensional Spaces

The considerations above propose an introduction of zero-dimensional and negative-dimensional spaces. We introduce $\mathbb{R}^0$ and $\mathbb{C}^0$ as the spaces of real-valued and complex-valued scalars, respectively, and define negative-dimensional spaces as the spaces whose Fourier transform is positive-dimensional. This definition is moreover justified by the fact that in positive-dimensional spaces, time $t^{+1}$ is running...
forwards (towards infinity) while in negative-dimensional spaces, reciprocal time \( t^{-1} \) is running backwards (towards zero). The latter can also be expressed by saying that "frequency" is running towards infinity. However, there is no possibility whatsoever to absolutely determine which of the two spaces should be called positive or negative dimensional. Their orientability rather behaves like a Möbius band [20]. A minus sign therefore simply expresses that it is the Fourier transform of another space or, equivalently, that "time" is running in an opposite direction. The direction of "time" is also discussed at the end of Appendix 9.

5.2. Multi-dimensional Scalars

It has already been found that scalars may arise in different forms [30]. They can be multi-dimensional, for example. A convention of negative-dimensional spaces as mentioned above excellently allows now distinguishing scalar, local and global unities. We may say that \( 1 \in \mathbb{R}^0 \) defines a scalar unity, \( 1 \in \mathbb{R}^n \) defines a global unity (e.g. n-tuple \([1,1,\ldots,1]\)) and \( 1 \in \mathbb{R}^{-n} \) defines a local unity (e.g. Dirac delta \([1,0,\ldots,0]\) in \(\mathbb{R}^n\)). One may say that, unless otherwise indicated, a minus sign refers to the Dirac delta within a given space. In that way we are ready to distinguish two kinds of multi-dimensional scalars beside the usual comprehension of zero-dimensional scalars.

5.3. Zero-Padding

The usual technique to produce multi-dimensional scalars from zero-dimensional ones is called "zero-padding". It is wide-spread in digital signal and digital image processing because it allows interpolating, i.e., to zoom into data. Zero-padding in one (time or frequency) domain is a trivial form of discretization. It yields interpolation in the other domain [19]. Applied to a scalar, this interpolation becomes periodization.

Zero-padding a scalar 1 in "time" domain along \(\mathbb{R}^1\) yields for example (we discretize at integers and periodize after \(n=4\) samples)

\[
[1,0,0,0]
\]

or along \(\mathbb{R}^2\) it yields (we discretize at integers and periodize after \(n=4\))

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

whereas the "frequency" domain (it was the scalar 1 initially) becomes

\[
[1,1,1,1]
\]

and

\[
\begin{bmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1
\end{bmatrix}
\]

respectively. More correctly, the latter two structures are additionally divided by the number of their elements (4 and 16, here) to fulfill Parseval’s theorem [27]. One may furthermore observe that these structures are being cyclic, i.e., their left and their right margin as well as their upper and their lower margin will be identified with each other. Such identifications will at least be done when they are Fourier transformed (using the DFT). They represent discrete periodic functions [18–20] and therewith build a bridge from distribution theory to linear algebra.

Zero-padding is moreover depicted in Figure 5. By adding zeros outside \(\delta\) in "frequency domain" (left), we interpolate (inflate) 1 in "time domain" (right). More generally, zero-padding (discretizing)
any scalar in one domain results in padding (periodizing) the scalar in the other domain. Vice versa, periodizing a scalar in one domain (replicating it), means discretizing the scalar in the other domain (inserting zeros). It reflects the already known duality between discretization and periodization [18].

5.4. Pixels

An important application of the two theorems above is to understand that δ is no mysterious object anymore that arises in "quantum mechanics" or in "distribution theory". It is simply what we know as number 1 or as "pixel" [31,32] in digital images (Figure 6).

$$\begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}$$

Figure 6. A 2-D Dirac impulse. It is one of the 5 × 5 different basis images in Hilbert space $\mathbb{C}^{5×5}$.

This has already been demonstrated in [32] where, on one hand, a digital image is written as finite double-sum of weighted 2-D Dirac impulses. But using (4), this notation can be converted to a complex-valued matrix which is the superposition of complex-valued weights multiplied by basis matrices that consist of only one 1 at a certain position and zeros else (Dirac impulses) – in accordance with the results above.

5.5. Resolution

Quite the opposite of "pixel" is the concept of "resolution". While $[1,0,\ldots,0]$ for example, defines a "pixel", its Fourier transform $[1,1,\ldots,1]$ defines "resolution" (or "bandwidth") in the sense that 1 everywhere (globally) means "fully resolved" and the more ones are replaced by zeros in this domain the more resolution is lost. More precisely, $[1,1,\ldots,1]$ actually means that the resolution cannot be any better because the Dirac delta $[1,0,\ldots,0]$ cannot be any better focused and if the spectrum becomes rectangular-shaped $[0,1,\ldots,1,0]$ then all δ (pixels) become sinc-shaped. This can be understood as the "spread-out" of one pixel's information to surrounding pixels. In that way, information is superimposed, hence, information (sharpness) is lost. Similarly, but the other way around, one may add zeros $[0,1,\ldots,1,0]$ (see "zero-padding" above) at the margins of fully resolved data. This just interpolates data, will make them "smoother", but will not add any information, i.e., the image resolution remains unchanged. In engineering it is called "oversampling", "interpolation", "smoothing" or "zero-padding" [33], in generalized functions theory it is called "regularization" [34] and with respect to partial differential equations it is called "mollification" [35]. One may note that no information is lost in that way – despite the fact that the image appears unfocused now.

A standard case in radar imaging is it to have a rectangular-shaped "frequency spectrum". It is caused by a naturally arising finite bandwidth as it can be found in all real electronic systems. According to the classical sampling theorem, oversampling is required (see e.g. "oversampling makes it possible", [36], p.18; any factor "between 1.1 and 1.2" would be fine [37], p.131), i.e., the data spectrum is surrounded by zeros. The basis functions in digital (standard mode) synthetic aperture radar (SAR) images are, accordingly, sinc-functions [38] and in circular SAR modes they become Bessel-functions [31]. However, sinc-functions, are an expression of limited bandwidth. A usual technique therefore to measure "resolution" in radar images is to measure the widening of the sinc function mainlobe (at a level of factor = 0.707 with respect to its top), e.g. Figure 2.3 in [37],[39]. Sinc-functions can also be thought of being regularized versions of Dirac deltas, see "regularization"
in [19]. Vice versa, Dirac deltas can be thought of being the actual "kernel" information in sinc-functions. This can be seen by calculating the Fourier series of unity.

5.6. Fourier Series of Unity

The Fourier series of 1 can be calculated because 1 is a periodic function. Accordingly, (17) must be used rather than (15). We already know that $\mathcal{F}1 = \delta$, i.e., by calculating the Fourier series coefficients of the function that is constantly 1, we actually calculate the individual samples of $\delta$. One may recall that if 1 is a periodic function then $\delta$ is a discrete function [18], i.e., $\delta$ will be defined at integers $m \in \mathbb{Z}$ rather than $t \in \mathbb{R}$.

So, our attention is especially directed to $m = 0$ because it is commonly believed that $\delta$ would tend to infinity here – despite the fact that it is naturally been multiplied by 1 which should yield 1 at $m = 0$ due to the sampling property of delta. However, using (17), we obtain

$$\delta[m] = \frac{1}{T} \left[ e^{-2\pi i \frac{m}{T}} \right]_{-T/2}^{+T/2} = \frac{1}{T} \left( e^{i \pi m} - e^{-i \pi m} \right) = \frac{2i \pi m}{2i \pi m} = \text{sinc}[m] = \begin{cases} 1, & m = 0 \\ 0, & m \neq 0 \end{cases}$$

which tells us that $\delta$ is 1 at $m = 0$ and zero else, independent of the actual choice of $T > 0$. Thus, $\delta$ is a sinc function "in disguise". It coincides with the sinc function (at integers) but also with the Kronecker delta which is often considered (e.g. [40]) being the "discrete version" of $\delta$.

Let us recall at this point that Paul Dirac never claimed that $\delta$ must grow towards infinity. Instead, he claimed [29] that it is zero everywhere, except at the origin where its integral is unity – in accordance with the results above (Figure 3). The idea that $\delta$ is infinitely growing at the origin has later misleadingly been added by other authors.

5.7. Delta applied to Delta

In the above derivation, we actually asked for the "value" of $\delta$ at $t = 0$ which corresponds to applying $\delta$ to $\delta$. We may summarize this in the following corollary.

**Corollary 3.** Let $\delta$ be Dirac’s delta then

$$\langle \delta, \delta \rangle = 1$$

in the sense of scalars (real or complex numbers).

**Proof.** We use $\delta \equiv 1$, hence $\langle \delta, \delta \rangle = \langle \delta, 1 \rangle = 1$ in the sense of scalars (real or complex numbers). □

Alternatively, we may use the Fourier series argumentation

$$\langle \delta, \delta \rangle = \langle \delta, \mathcal{F}1 \rangle = (\mathcal{F}1)[0] = \delta[0] = \text{sinc}[0] = 1$$

as derived above. Square brackets indicate the fact that a periodic function Fourier transformed yields a discrete function see (17), (18) or [20] for details.

5.8. Dirac Delta Squared

A Dirac delta according to the findings above is nothing else than the projection of a sinc-function (existing in a higher-dimensional space) to a lower dimensional space where only $\delta$ can be "seen". By projection we mean that a few of its dimensions (samples) were set to zero. It is, more precisely, the usual comprehension of "projection" in mathematics. Projections allow "seeing" higher-dimensional objects in lower-dimensional spaces. Standing behind a window for example, we only see two of the three dimensions of a 3-D object; one dimension is deleted in this case.

It is now not difficult anymore to assign a meaning to the Dirac delta squared $\delta^2$. It corresponds to looking at a squared sinc-function from a lower-dimensional space. One may note furthermore that
this comprehension of a Dirac delta squared is in accordance with conventional Fourier series theory as seen above but also in accordance with modern distribution theory. The fact that modern distribution theory does not contradict conventional Fourier series theory is shown in [20]. In distribution theory,

$$\delta^2 = \delta$$

means that asking two times for the particular sample of a function will always yield the same sample. Accordingly, powers of the Dirac delta correspond to asking several times for the same sample. This explanation

$$\delta^n = \delta$$

of powers of the Dirac delta is moreover consistent with most recent results in quantum mechanics [41], Definition 3.2.1.4, p.53. In other words, there is hope that this gap within distribution theory has indeed been closed now.

5.9. Hilbert Spaces

The "sinc" function has originally been introduced by Woodward because it "occurs so often in Fourier analysis and its applications that it does seem to merit some notation of its own" [42]. It was already clear at this time that it forms a Hilbert space basis [1,42]. Now, it remains to be seen what the results above actually mean. The fact that Kronecker’s delta, the sinc function at integers and Dirac’s delta actually coincide is at least encouraging. It confirms that spaces spanned by finite \([0, \ldots, 0, 1, 0, \ldots, 0]\) and by infinite vectors \([\ldots, 0, 1, 0, \ldots]\) create Hilbert spaces. But what does it mean for vectors of infinitely dense coordinates? At least in zero-dimensional spaces (e.g. in \(\mathbb{R}^0\)), one may write

$$\|\delta\| = \sqrt{\langle \delta, \delta \rangle} = 1$$

which induces a norm such that \(\mathbb{R}^0\) trivially becomes a Hilbert space.

5.10. A Scalar’s Integral

Dirac demanded that his "new function" needs to be zero everywhere except at the origin where its integral is unity [29]. He could not imagine then that the scalar 1 itself would be his new function. Its "integral" is trivially unity as we see next. However, it is not the Lebesgue integral – this was the difficulty which had to be overcome via Schwartz’ distribution theory [12,13].

Corollary 4. Let 1 be unity (scalar). Then its integral is unity, symbolically

$$\langle 1, 1 \rangle = 1$$

in the sense of scalars (real of complex numbers).

Proof. We use \(\delta \equiv 1\), hence \(\langle 1, 1 \rangle = \langle \delta, 1 \rangle = 1\) in the sense of scalars (real or complex numbers). 

The symbol \(\langle f, 1 \rangle\) denotes the novel integral comprehension of a function \(f\), as given in (13). One may briefly write \(\langle f \rangle\) instead of \(\langle f, 1 \rangle\). The corollary complies with the idea that the Fourier transform actually measures the entirety of all integrals of shifted versions of a function. In zero-dimensional spaces, however, there is no space for any shifts. Summarizing this corollary in one sentence, one may say that "every scalar arises as the measure of something" and trivially this "something" is not composed of anything else.

5.11. Open Problems

The above findings may help to resolve open problems because they there linked with each other, e.g. the multiplication among distributions [43–52], the division of distributions [53], the random
square root of the Dirac delta [54] and the square of the Dirac delta [55] as already discussed above. A brief summary of the problem of the Dirac delta squared is given in [56].

6. Conclusions

We may summarize our results as follows. First, the Fourier transform of a scalar is the scalar itself and, consequently, the integral of any scalar is the scalar itself. Second, scalars are no functions. We may however think of scalars as trivial functions in the sense that they are both, discrete and periodic, simultaneously. They do also obey the Heisenberg uncertainty principle but trivially, they are best focused in both, time and frequency domain. Third, functions arise from scalars by either discretization, i.e., understanding them in an environment of zeros, or by periodization, i.e., repeating them as often as required, respectively. We moreover saw that unity can either be scalar, discrete or periodic in higher-dimensional spaces. However, this should not be accepted because unity should be unique. The following idea provides an alternative: We may identify any "inner" and "outer" unity with each other, i.e., the most "inner kernel" of any higher-dimensional space coincides with its "outer skin". If this can be done, a whole bunch of novel calculation rules will be needed.
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7. Distribution Theory

One of the major principles in nature is the equivalence between smoothness and discreteness. It allows us for example to use the Discrete Fourier Transform (DFT) as if it were the integral Fourier transform [20]. This equivalence is moreover implicitly expressed in the overall setup of distribution theory. Distribution theory tells us a story about the equivalence between "regular" functions (functions in the ordinary functions sense which are smooth (infinitely differentiable) in the ordinary functions sense) and so-called "generalized" functions (which become smooth (infinitely differentiable) in the so-called "generalized" functions sense). They simply inherit their smoothness from "regular" functions and, vice versa, "regular" functions inherit their discreteness from "generalized" functions. The latter is expressed, for example, in the equivalence between Fourier series (smooth functions) and their coefficients (discrete functions) or between polynomials (smooth functions) and their coefficients (discrete functions) or their zero crossings (discrete functions). One may also recall a considerable number of sampling theorems [57–66] or the wave-particle duality in physics [67,68], discussed in Appendix 9. An important application of "smoothness-discreteness" equivalences can be found in the field of "data compression" [69,70] or "pulse compression" [71] where smooth functions are reduced to discrete values and, vice versa, discrete values are used to restore smooth functions. The function that is constantly 1 (periodic function), for example, can be reduced to only one value 1 (discrete function) and, vice versa, one value 1 (discrete function) can be used to restore the whole function that is constantly 1 (periodic function).

The theory of generalized functions (distribution theory) had to be introduced to encounter an obvious contradiction triggered by the definition of sampling. One usually defines

\[ \int \delta(t) \varphi(t) \, dt := \varphi(0) \]  

where the left-hand side is zero according to Lebesgue’s integration theory and the right-hand side is non-zero. This definition obviously ignores the fact that the integral of functions which are non-zero at a single time instance, here \( t = 0 \), must be zero in rigorous mathematical approaches. Ignoring this fact and continuing calculations on the basis of this definition would sooner or later lead to new contradictions. In particular, it would become impossible to distinguish “real” integrals which are zero from "artificial” integrals which are non-zero. Note that (11) "deletes" the original integral meaning on
the left-hand side (which is zero) and assigns a new, artificial meaning to this integral (which is \( \varphi(0) \)). It follows that the original (Lebesgue) integral meaning is irretrievably lost in that way.

A trick to overcome this difficulty is to better introduce sampling as

\[
\langle \delta, \varphi \rangle := \varphi(0)
\]

(12)

where we "apply" a Dirac \( \delta \) (which is a discrete function) to a smooth function \( \varphi \). Additionally, we more generally define

\[
\langle f, \varphi \rangle := \int f(t) \varphi(t) \, dt
\]

as the "application" of generalized functions \( f \) to smooth functions \( \varphi \). The novelty is that arbitrarily defined new, more general "functions" \( f \) can now be applied to other functions \( \varphi \) without contradicting the conventional integral comprehension. One may notice, furthermore, that

\[
\langle f, 1 \rangle = \int f(t) \, dt
\]

(13)

reduces to the usual Lebesgue integral. In particular, we have

\[
\langle \delta, 1 \rangle = 1
\]

(14)

as desired, i.e., the integral of \( \delta \) is 1 – as demanded by Dirac [29,40] although it is not the Lebesgue integral this time. However, now, we have no contradiction with respect to the Lebesgue integral. In other words, \( \langle \cdot, \cdot \rangle \) denotes a novel integral comprehension. The idea can already be found in [18,20,72]. It includes both, Lebesgue's integral comprehension and Dirac’s integral comprehension and is thereby implemented in the overall setup of "distribution theory". But as for ordinary integrals, we need to follow a few rules: Integrals should not become infinite. It is required, therefore, that \( \langle f, \varphi \rangle < \infty \) whenever "functions" \( f \) operate on functions \( \varphi \). This can be secured by only allowing "certain" functions \( f \) to operate on "certain" functions \( \varphi \). The usual notation is to use \( f \in \mathcal{X}' \) and to only apply them to \( \varphi \in \mathcal{X} \). One says that \( \mathcal{X} \) is the "test function space" of \( \mathcal{X}' \). In this study, we require two of these spaces, \( \mathcal{E}' \) and \( \mathcal{S}' \). A full range of distribution spaces can be found in [13,18] for example. \( \mathcal{S}' \) is the space of tempered distributions. It greatly extends the space of square-integrable functions and it is a standard space in classical quantum mechanics and quantum field theory [41,73–80]. Tempered distributions operate on so-called Schwartz functions \( \varphi \in \mathcal{S} \) which are smooth (infinitely differentiable) in the ordinary functions sense and do not grow faster than polynomials. The other space we need is \( \mathcal{E}' \). It is the space of compactly supported tempered distributions \( \mathcal{E}' \subseteq \mathcal{S}' \). They operate on smooth (infinitely differentiable) functions \( \varphi \in \mathcal{E} \). It is worth mentioning that in \( \mathcal{E} \) we have no restrictions at all regarding the growth of test functions at infinity. We may waive such considerations here because \( f \in \mathcal{E}' \) is already compactly supported such that a growth of test functions at infinity would not be of any interest. In this study, we especially pay attention to \( \mathcal{E}' \) because the Dirac impulse \( \delta \in \mathcal{E}' \subseteq \mathcal{S}' \) is a prominent member. It follows that everything we prove in \( \mathcal{E}' \) will automatically be true in \( \mathcal{S}' \), i.e., it is true "in the tempered distributions sense". This inclusion is especially important for applications in physics, in particular quantum mechanics, where \( \mathcal{S}' \) is a standard space.

The usual proof technique in distribution theory goes like this: In order to show that generalized functions \( f \in \mathcal{X}' \) and \( g \in \mathcal{X}' \) are equal in the sense of distributions, one must show that \( \langle f, \varphi \rangle = \langle g, \varphi \rangle < \infty \) for any, arbitrarily chosen function \( \varphi \) from their test function space \( \mathcal{X} \). For any deeper introduction to distribution theory, the reader is invited to read brief introductions given in [18,19]. It remains to mention that in this study, in contrast to what is usually done, we implicitly use a space of constant test functions \( \mathcal{E}_0 \subseteq \mathcal{E} \) (see Theorem 1 and Theorem 2). We divide \( \mathcal{E} \) into "constant test functions in \( \mathcal{E}' \) on one hand and "non-constant test functions in \( \mathcal{E}' \) on the other hand. This distinction has never been done in distribution theory – to the best of this author's knowledge.
8. Fourier Transforms and Fourier Series

There are several ways of how to deal with a factor $2\pi$ in Fourier transform and Fourier series definitions. The most symmetrical, however, is the so-called “unitary, ordinary frequency” Fourier transform [10], found e.g. in [8]. It leads to rules such as $\mathcal{F}\delta = 1$ and $\mathcal{F}1 = \delta$. In that way, “time domain” and “frequency domain” become fully equivalent [20].

The Fourier Transform definition used in this and in our previous studies is

$$\hat{f}(\sigma) := \int_{-\infty}^{\infty} f(t) e^{-2\pi i \sigma t} dt \quad \text{(Analysis)}$$

$$f(t) = \int_{-\infty}^{\infty} \hat{f}(\sigma) e^{2\pi i \sigma t} d\sigma \quad \text{(Synthesis)}$$

for non-periodic functions $f(t)$ and for periodic functions $f(t)$ with periods $T > 0$ we use

$$\hat{f}(m) := \frac{1}{T} \int_{0}^{T} f(t) e^{-2\pi i \frac{m}{T} t} dt \quad \text{(Analysis)}$$

$$f(t) = \sum_{m=-\infty}^{\infty} \hat{f}(m) e^{2\pi i \frac{m}{T} t} \quad \text{(Synthesis)}$$

where (17) denotes the Fourier series coefficients (discrete function) and (18) denotes the Fourier series (periodic function). These definitions can moreover be used “in the distributional sense”

$$\langle \mathcal{F}f, \varphi \rangle := \langle f, \mathcal{F}\varphi \rangle,$$

i.e., by simply rolling them off to test functions $\varphi \in \mathcal{S}$. One may refer to [4,16,81].

The Fourier transform within $\mathcal{S}'$ is – the same as within the space of square-integrable functions – an automorphism, i.e., the Fourier transform of a tempered distribution is again a tempered distribution. The space of tempered distributions moreover fully contains the space of square-integrable functions such that tempered distributions greatly extent the idea of square-integrable functions. The most prominent example of $\mathcal{F}$ in $\mathcal{S}'$ is

$$\mathcal{F}\delta = 1$$

because

$$\langle \mathcal{F}\delta, \varphi \rangle = \langle \delta, \int_{-\infty}^{\infty} \varphi(t) e^{-2\pi i rt} dt \rangle = \int_{-\infty}^{\infty} \varphi(t) \delta dt = \langle 1, \varphi \rangle$$

for arbitrary $\varphi \in \mathcal{S}$ and, vice versa,

$$\mathcal{F}1 = 1 \mathcal{F} = \delta = \delta$$

because $\delta$ is a symmetric distribution, i.e., $\delta \equiv \delta$. To see this, let $\hat{\varphi}(t) := \varphi(-t)$ and $\langle \hat{\delta}, \varphi \rangle := \langle \delta, \hat{\varphi} \rangle$. It then follows that

$$\langle \hat{\delta}, \varphi \rangle = \langle \delta, \hat{\varphi} \rangle = \hat{\varphi}(0) = \varphi(0) = \langle \delta, \varphi \rangle$$

for arbitrary $\varphi \in \mathcal{S}$, [81].

9. Quantum Theory vs. Relativity Theory

“One of the fundamental problems of modern physics is that two theories that have been proven correct, Quantum Theory and Relativity Theory, are basically not compatible. If both are correct representations of nature, how can they be so different and even contradictory? Relativity prescribes a spacetime continuum, whereas Quantum Theory prescribes a discrete world” [82,83].

Most recently (three years ago), it has been found that “Quantum physics just got less complicated: Wave-particle duality and quantum uncertainty are same thing” [67,84]. We have moreover seen that Heisenberg’s uncertainty principle and Poisson’s Summation Formula both represent dualities which
are inverse to each other \[18,19\] and together they form a “smoothness-discreteness” duality, depicted in Figure 2, which appears to be one of the major principles in nature. We may therefore think of the wave-particle duality as one instance of a “smoothness-discreteness” duality where waves are smooth and particles are discrete.

This principle not only connects the microscopic world (Quantum Theory) to the macroscopic world (Relativity Theory) as depicted in Figure 7, it also emerges within these worlds. One may recall for example that the behavior of particles is described via Hermite functions \[75\], i.e., via infinitely smooth functions in \(S\), test functions of tempered distributions \(S'\) (rough functions). This “smoothness-discreteness” duality in nature is moreover a particular case of Born’s principle of reciprocity \[21–26\] because smoothness is the reciprocal (Fourier transform) of discreteness, and, vice versa, discreteness is the reciprocal (Fourier transform) of smoothness \[18–20\]. It is moreover consistent to Scaruffi’s idea of a (smooth) ocean (Relativity Theory) and its (rough) ripples (Quantum Theory), \[82\].

The fact that \(\hbar^{-1}\) and \(c+1\) are finite entities in our universe – one may say \(\hbar\) and \(c\) depict “lower” and “upper” bounds of the universe – suggests that we are living in a “fully discrete world”. One may compare Figure 2 to Figure 7 (see \[74\], Figure 1.1). This conclusion can be drawn as we have in mind that “finiteness” and “periodicity” (= “reciprocal discreteness”) correspond to each other \[20\] and, vice versa, “reciprocal finiteness” and “discreteness” (= “reciprocal periodicity”) correspond to each other. It is thus expected that the universe will appear discrete and cyclic to us because it is of finite extent in both, microscopic and macroscopic dimensions.

Very interesting, furthermore, is to think of “time” as an entity that runs from discreteness to smoothness or, alternatively, from smoothness to discreteness. Whether the actual direction is “forward” or “backward” depends on the point of view. The first idea corresponds to Linde’s chaotic inflation theory \[85\]. The universe, very chaotic and very rough in the beginning, behaves “just like a deflated balloon” and “appears to be a contorted shape”, gets smoother and smoother and finally becomes “a perfect sphere” the more it is “inflated” \[82\]. In contrast to that, the opposite idea applies to human beings: They have smooth skin “in the beginning” and get an increasingly wrinkled skin the older they get.
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