Mapping of Cold-Water Coral Carbonate Mounds Based on Geomorphometric Features: An Object-Based Approach
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Abstract: Cold-water coral reefs are rich, yet fragile ecosystems found in colder oceanic waters. Knowledge of their spatial distribution on continental shelves, slopes, seamounts and ridge systems is vital for marine spatial planning and conservation. Cold-water corals frequently form conspicuous carbonate mounds of varying sizes, which are identifiable from multibeam echosounder bathymetry and derived geomorphometric attributes. However, the often large number of mounds makes manual interpretation and mapping a tedious process. We present a methodology that combines image segmentation and random forest spatial prediction with the aim to derive maps of carbonate mounds and an associated measure of confidence. We demonstrate our method based on multibeam echosounder data from Iverryggen on the mid-Norwegian shelf. We identified the image-object mean planar curvature as the most important predictor. The presence and absence of carbonate mounds is mapped with high accuracy. Spatially-explicit confidence in the predictions is derived from the predicted probability and whether the predictions are within or outside the modelled range of values and is generally high. We plan to apply the showcased method to other areas of the Norwegian continental shelf and slope where MBES data have been collected with the aim to provide crucial information for marine spatial planning.
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1. Introduction

Cold-water coral (CWC) reefs are complex three-dimensional habitats that provide niches for many species and hence are notable for their high biodiversity [1]. Such reefs might also function as nurseries for fish larvae [2] and fish habitat [3], although such claims are contested [4]. Moreover, CWC are of importance as archives of palaeo-environmental changes due to their longevity, cosmopolitan distribution and banded skeletal structure [1].

At the same time, human activities threaten these ecosystems in at least three ways [1]: (i) physical damage through demersal fishing [5–8], (ii) potential impacts from hydrocarbon drilling [9,10] and (iii) likely effects of ocean acidification on calcifying reef fauna [11–14]. Therefore, knowledge on the spatial distribution of CWC reefs is vital for effective marine spatial planning and conservation. Deriving the necessary spatial information is typically attempted by spatial distribution modelling for selected framework-forming CWC species [15,16]. However, data on CWC species’ presence and absence are often sparse and important predictor variables frequently only exist at a coarse spatial resolution. Consequently, the resulting maps of CWC species distributions are frequently too coarse for many management applications.

The geological products of CWC reefs are ‘cold-water coral carbonate mounds’, positive topographic features that owe their origin, partially or entirely, to the framework-building capacity
of CWCs [17]. In the following, we will refer to these structures as carbonate mounds. Such carbonate mounds are identifiable from multibeam echosounder (MBES) data; however, the large number of carbonate mounds that can be seen in MBES data makes manual interpretation and mapping a tedious process.

In Norway, ‘bioclastic sediments’ associated with carbonate mounds have been mapped as part of the MAREANO (Marine AREA database for NOwegian coast and sea areas) seabed mapping programme. Such maps give a good approximation of the occurrence of carbonate mounds [18]. However, for many applications including marine spatial planning and conservation, these products are too generalised as they do not pinpoint individual mounds, nor do they convey the confidence in the map products in a spatially explicit manner.

The objectives of this research are therefore to develop a quick, repeatable and validated methodology that allows mapping of carbonate mounds with high spatial detail and that expresses the confidence in the mapped outputs in a spatially explicit way.

2. Materials and Methods

2.1. Site

Iverryggen is situated on the mid-Norwegian shelf approximately 75 km west of the Norwegian coast. It is a nearly 20 km long N-S trending ridge (Figure 1), 7 km wide and up to 120 m high [19]. The Iverryggen ridge is interpreted as the product of glactitectonic processes, where compressive subglacial stresses from a westward ice-sheet during the Late Weichselian glaciation caused thrusting and build-up of the ridge. The stresses were induced by basal freezing close to a thin ice-sheet margin. The seabed sediments on the ridge are dominated by gravelly deposits on the highest, central parts of the ridge, with sand and gravelly sand in the fringe areas. Sandy mud and gravelly sandy mud dominate around the ridge [20]. CWC reefs on Iverryggen have been known to fishermen since bottom-trawling started in the area in the 1990s. Following scientific investigations in the late 1990s that indicated extensive trawl damage to the reefs, the area was closed to bottom trawling in 2000 [21].

2.2. Data

Multibeam echosounder (MBES) data were collected and processed by the Norwegian Mapping Authority, Division Hydrographic Service, in April 2012 with a Kongsberg EM710 system onboard the Norwegian survey vessel Hydrograf. The surveyed area has a size of 918 km². The raw MBES data were processed with software Neptune and a digital elevation model (DEM) with a grid cell size of 5 m produced. Bathymetric derivatives were calculated from the 3x3 Lee-filtered DEM as 32-bit floating point raster files (Table 1). Additionally, the bathymetric position index with a radius of 3 pixels (bpi3) was transformed to an 8-bit raster image used for image segmentation (see below). All layers were projected to UTM Zone 33 North.
Figure 1. Map showing bathymetry in the study site Iverryggen. Inset map shows the location of the study site off the coast of Norway.

Table 1. Bathymetric derivatives utilised in this study.

<table>
<thead>
<tr>
<th>Derivative</th>
<th>Description</th>
<th>Abb.</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope</td>
<td>The maximum slope gradient</td>
<td>slope</td>
<td>°</td>
<td>[22]</td>
</tr>
<tr>
<td>Roughness</td>
<td>The difference between minimum and maximum of a cell and its eight neighbours.</td>
<td>rgh</td>
<td>m</td>
<td>[22]</td>
</tr>
<tr>
<td>Vector ruggedness measure (VRM)</td>
<td>The variation in three-dimensional orientation of grid cells within a neighbourhood. A radius of 3 pixels was used.</td>
<td>vrm3</td>
<td>-</td>
<td>[23]</td>
</tr>
<tr>
<td>Curvature</td>
<td>Rate of change of slope. Profile (PR) curvature is measured parallel to maximum slope; plan (PL) curvature is measured perpendicular to slope.</td>
<td>curv</td>
<td>-</td>
<td>[22]</td>
</tr>
<tr>
<td>Bathymetric position index (BPI)</td>
<td>Vertical position of a cell relative to its neighbourhood. Radii of 3, 5, 10 and 25 pixels were used.</td>
<td>bpi3</td>
<td>m</td>
<td>[24]</td>
</tr>
<tr>
<td></td>
<td>A moving mean filter with a rectangular neighbourhood of 25 m by 25 m was applied to the bathymetry layer. The resulting smoothed bathymetry was subtracted from the bathymetry layer.</td>
<td>0mean</td>
<td>m</td>
<td>[25]</td>
</tr>
</tbody>
</table>
A pre-existing shapefile showing bioclastic sediments [18] was used as a spatial constraint. This was extracted from [20]. The layer was derived by visual analysis of MBES data and digitisation and is depicting areas where bioclastic sediments, including those associated with carbonate mounds, are likely to exist. The following analysis was restricted to areas highlighted as bioclastic sediments and a 25-m buffer around these.

The general research strategy consisted of three major elements and is outlined in Figure 2: geographic object-based image analysis (GEOBIA) [26,27], visual classification of sample objects and modelling the spatial distribution of carbonate mounds. Initially, image segmentation was carried out to derive image objects (polygons) from suitable raster derivative layers. The aim was to form objects that were either complete mounds (especially smaller ones) or parts of these (e.g. top, slope, foot). In a subsequent step, candidate mounds were defined by applying a simple rule-based classification. These candidate mounds would ideally contain all true mounds, but unavoidably also a certain number of features that have similar characteristics, but are not carbonate mounds. A wide range of object features was extracted for these candidate mounds and used for further analysis.

A randomly selected subset of the candidate mounds was visually inspected and classified into objects that either belonged to a carbonate mound or not. This dataset was subsequently split into objects used for feature selection and model fitting and those used to assess the performance and accuracy of the model. Finally, the model was applied to all image objects and mapping confidence was assessed.

![Figure 2. General work flow](image)

### 2.3. Image segmentation

Image segmentation is a vital step in GEOBIA, which is a two-step approach consisting of segmentation and classification. Segmentation is the process of complete partitioning of an image into non-overlapping polygons in image space [28] on the basis of homogeneity [27]. The aim of the segmentation is to divide the image into meaningful polygons of variable sizes, based on their spectral and spatial characteristics. The resulting image objects can be characterised by various features such as layer values (mean, standard deviation etc.), geometry (extent, shape etc.), image texture and many others. Classification is then based on user-specified combinations of these image object features or by applying statistical methods of spatial prediction.

Segmentation was carried out using the multi-resolution segmentation algorithm in eCognition 9.2.0. This algorithm is an optimisation procedure, which locally minimises the average heterogeneity of image objects for a given resolution of image objects. Starting from an individual pixel, it consecutively merges pixels until a certain threshold, defined by the scale parameter is reached. The scale parameter is an abstract term that determines the maximum allowable heterogeneity for the resulting image objects.

The object heterogeneity, to which the scale parameter refers, is defined by the ‘composition of homogeneity’ criterion. This criterion defines the relative importance of ‘colour’ (pixel value in this case, e.g. backscatter digital number) versus shape of objects. If high weight is given to colour then
the object boundaries will be predominantly determined by variations in colour of the image (e.g. backscatter strength). Further on, the shape criterion has contributions from smoothness and compactness, both of which can be weighted. A high value for smoothness will lead to smoother boundaries of the objects. High values of compactness will increase the overall compactness of image objects.

Image segmentation was carried out on the BPI3 8-bit layer and the buffered bioclastic sediments shapefile, using the multi-resolution segmentation algorithm with a scale factor of 10, shape of 0.1 and compactness of 0.5. The selection of the segmentation parameters was made after trialling different combinations and assessing the results visually.

2.4. Classification of candidate mounds

Candidate mounds were classified with the zero-mean bathymetry (Table 1) ≥ 0.05 m within buffered areas of bioclastic sediments.

2.5. Export of feature values

Image objects classified as candidate mounds were exported as a shapefile together with 24 image-object features (Table 2). These included object mean values of derivatives, maximum pixel values of selected derivatives and geometry features (extent and shape features).

Table 2. Image-object features extracted for further analysis. Abbreviations of extent and shape features given in brackets.

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object mean value</td>
<td>slope, rgh, vrm3, curv, curvPL, curvPR, bpi3, bpi5, bpi10, bpi25, 0mean</td>
</tr>
<tr>
<td>Maximum pixel value</td>
<td>slope, rgh, vrm3, curvPL, bpi3, 0mean</td>
</tr>
<tr>
<td>Extent</td>
<td>Area (Area_pxl), border length (Border_len), length-width ratio (LengthWidt)</td>
</tr>
<tr>
<td>Shape</td>
<td>Asymmetry, compactness (Compactness), elliptic fit (Elliptic_f), main direction (Main_direc)</td>
</tr>
</tbody>
</table>

2.6. Defining sample objects

One thousand image objects were randomly selected using the NOAA Sampling Design Tool (https://www.arcgis.com/home/item.html?id=ecbe1fc44f35465f9dea42e9b63e785) in ArcGIS 10.4.1. Based on shaded relief and bpi3 maps, image objects were manually classified as belonging to a carbonate mound or otherwise. In total 573 image objects indicated the presence of carbonate mounds and 427 image objects the absence of mounds. The selected sample objects were split into training and test data with a ratio of 2:1 using a stratified random approach to ensure the same class frequencies in both training and test data (Table 3). Subsequent feature selection and model fitting was conducted with the training data, while the test set was used to estimate model performance.

Table 3. Number of sample objects in training and test set.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Test</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presence (1)</td>
<td>382</td>
<td>191</td>
<td>573</td>
</tr>
<tr>
<td>Absence (0)</td>
<td>285</td>
<td>142</td>
<td>427</td>
</tr>
<tr>
<td>Sum</td>
<td>667</td>
<td>333</td>
<td>1000</td>
</tr>
</tbody>
</table>

2.7. Feature selection
The feature selection approach consisted of two steps: Initially, all relevant features were identified with the Boruta algorithm. Subsequently, the set of predictors was reduced to uncorrelated features.

The Boruta variable selection wrapper algorithm [29] was employed for the identification of all relevant predictor features. Wrapper algorithms identify relevant features by performing multiple runs of predictive models, testing the performance of different subsets [30]. The Boruta algorithm creates copies of all features and randomises them. These so-called shadow features are added to the predictor feature data set and the Random Forest algorithm (see below) is run to compute feature importance scores for predictor and shadow features. The maximum importance score among the shadow features (MZSA) is determined. For every predictor feature, a two-sided test of equality is performed with the MZSA. Predictor features that have a feature importance score significantly higher than the MZSA are deemed important. Likewise, predictor features that have a variable importance score significantly lower than the MZSA are deemed unimportant. Tentative features have a variable importance score that is not significantly different from the MZSA. The Boruta algorithm was run with a maximum of 500 iterations and a p-value of 0.05. Only important features were retained for further analysis. A further feature selection step removed correlated features from the set of predictors used in the final model. Out of any two features with a correlation coefficient above 0.7, only the feature with the higher importance measured as the mean decrease in accuracy (see below) was retained in the final set of predictors. The variance inflation factor (VIF) was used as an indicator to assess the remaining degree of multicollinearity in the data.

2.8. Model fitting

The random forest (RF) prediction algorithm [31] was chosen as the modelling tool for the analysis because it has shown high predictive performance in a number of domains [32–35]. RF can be used without extensive parameter tuning, it can handle a large number of predictor variables, is insensitive to the inclusion of some noisy/irrelevant features, makes no assumptions regarding the shape of distributions of the response or predictor variables [36] and is therefore suitable for this analysis. The RF is an ensemble technique that ‘grows’ many classification trees. Two elements of randomness are introduced: Firstly, each tree is constructed from a bootstrapped sample of the training data. Secondly, only a random subset of the predictor features is used at each split in the tree building process. This has the effect of making every tree in the forest unique. The underlying principle of the technique is that although each tree in the forest may individually be a poor predictor and that any two trees could give different answers, by aggregating the predictions over a large number of uncorrelated trees, prediction variance is reduced and accuracy improved [37; p. 316]. For binary classifications, probability predictions are initially derived based on the fraction of votes given for a specified class by the ensemble of trees. These are subsequently dichotomised by applying suitable thresholds (see below).

Two parameters can be specified when fitting a RF model. These are the number of trees to grow ($n_{\text{tree}}$) and the number of features available for splitting ($m_{\text{try}}$). We varied $n_{\text{tree}}$ between 500 and 5000 (steps of 500) to investigate the effect on the accuracy and stability of the model. Varying $n_{\text{tree}}$ had little influence on model accuracy but model stability increased with the number of trees. We selected $n_{\text{tree}} = 2000$ as a compromise between stability and processing time. For $m_{\text{try}}$ the default value, equal to the square root of the number of predictor variables (rounded down), was chosen.

RF also provides a relative estimate of predictor variable importance. This is measured as the mean decrease in accuracy associated with each variable when it is assigned random but realistic values and the rest of the variables are left unchanged. The worse a model performs when a predictor is randomised, the more important that predictor is in predicting the response variable. The mean decrease in accuracy was left unscaled, i.e. it was not divided by the standard deviation of the differences in prediction errors, and is reported as a fraction ranging from 0 to 1.

The randomForest package [38], executed via the Marine Geospatial Ecology Tools v08a.67 [39], was used for the implementation of the model.
2.9. Spatial prediction

The selected RF model was applied to the whole dataset to predict the probability of carbonate mound presence for each image object. For the dichotomisation of the probabilistic outputs, a threshold was calculated from the training data by maximising the Youden index [40].

2.10. Model performance

Model performance of presence-absence predictions was assessed with the receiver-operating characteristic (ROC) curve by plotting sensitivity against 1 - specificity for various thresholds. Sensitivity is the amount of true presence predictions as a proportion of the total number of presence observations (Table 4 and equation 2). Specificity is the amount of true absence predictions as a proportion of the total number of absence observations (Table 4 and equation 3). The area under the ROC curve, or AUC, was used to assess the model performance. An AUC value of 0.5 is indicating discrimination ability no better than random and a value of 1 is indicative of perfect discrimination.

We assessed the accuracy of the dichotomised predictions with three widely applied metrics, which can be derived from a contingency table (Table 4), namely the overall accuracy (percent classified correctly, PCC), sensitivity and specificity. PCC is the proportion of correctly classified presences and absences. The accuracy metrics were calculated with the caret package [41] in R.

Table 4. Contingency table for presence-absence predictions and selected associated accuracy metrics.

<table>
<thead>
<tr>
<th>Observed absence</th>
<th>Observed presence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted absence</td>
<td>True negative (TN)</td>
</tr>
<tr>
<td>Predicted presence</td>
<td>False positive (FP)</td>
</tr>
</tbody>
</table>

\[
PCC = \frac{(TN + TP)}{(TN + FN + FP + TP)}
\]

\[
Sens = \frac{TP}{(FN + TP)}
\]

\[
Spec = \frac{TN}{(TN + FP)}
\]

2.11. Confidence

The predicted probabilities were also employed to assign a confidence score to the outputs similar to ref. [42]: To indicate high confidence in the absence of carbonate mounds, a sensitivity value of 0.95 was selected. In other words, we requested that 95% of the predicted presence of mounds is correct based on the test set. Likewise, to indicate high confidence in the presence of mounds, a specificity value of 0.95 was required, equal to 95% of absence of mounds correctly classified based on the test set. The choices for the selected values of sensitivity and specificity are somewhat arbitrary here. However, they were selected for illustrative purposes and will be discussed in greater detail later on. Additionally, we considered whether the predictions were within or outside the modelled range of values of the RF model. Scores of 0 and 1 were given for low and high confidence for both aspects of the predictive model and summed to give total confidence scores of 0 (low confidence), 1 (medium confidence) or 2 (high confidence). The PresenceAbsence [43] and ROCR [44] packages were used in R to calculate thresholds for required values of sensitivity and specificity and create diagnostic plots.

2.12. Representation on maps

Since carbonate mounds are small features compared to the size of the study area, we represent them in an aggregated form by calculating the fraction of mound area per 1 km² block. We also display the mean total confidence score in a similar way.
3. Results

3.1. Feature selection

The Boruta feature selection reduced the number of predictor features from 24 to 22 (Figure 3). Two features were deemed unimportant (Asymmetry, Main_direc). The subsequent correlation analysis reduced the number of predictor features to six. All VIFs were below 3 indicating a low degree of multicollinearity in the remaining predictors (Table 5). Mean_curPL, Mean_rgh, Mean_curPR, Area_pxl, LengthWidt and Mean_bpi25 were used to build the final model.

![Figure 3. Results of the Boruta feature selection analysis. Green colours indicate important features, red colours indicate unimportant features. Shadow features are shown in blue.](image)

Table 5. Variance inflation factors for the selected features

<table>
<thead>
<tr>
<th>Feature</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean_curPL</td>
<td>2.654873</td>
</tr>
<tr>
<td>Mean_rgh</td>
<td>1.9249</td>
</tr>
<tr>
<td>Mean_curPR</td>
<td>2.250794</td>
</tr>
<tr>
<td>LengthWidt</td>
<td>1.133754</td>
</tr>
<tr>
<td>Area_pxl</td>
<td>1.340249</td>
</tr>
<tr>
<td>Mean_bpi25</td>
<td>2.28189</td>
</tr>
</tbody>
</table>

3.2. Model performance and confidence

The model had an AUC = 0.91, which indicates a well-performing model with excellent discriminatory ability (Figure 4, top left). The probability threshold for maximising the Youden index was 0.619. The selected threshold also coincided with a maximum in PCC (Figure 4, top right). Probabilities above this threshold were classified as presence of carbonate mounds. Accuracy statistics associated with this threshold are as follows: 84.4% of objects were correctly classified (PCC = 0.844; 95% confidence intervals: (0.8003, 0.8811)). This is significantly higher (p < 2e-16) than the no information rate (NIR = 0.574), which was taken to be the largest class percentage in the data. The model had a high sensitivity (Sens = 0.827) and specificity (Spec = 0.866).
Figure 4. Summary of model performance: Top left – ROC curve (bold black line) indicating AUC = 0.91. The grey diagonal indicates AUC = 0.5 (no discrimination ability). Top right – PCC versus selected threshold: The threshold selected by maximising the Youden index (0.619) gave the highest PCC. Bottom left – Sensitivity (dashed line) and specificity (solid line) versus selected threshold: Requesting Sens = 0.95 and Spec = 0.95 gave thresholds of 0.2 and 0.8, respectively. Bottom right – Histogram showing the frequency of presence (black) and absence (grey) observations against the predicted probability.

Probability thresholds for Sens = 0.95 and Spec = 0.95 were 0.20 and 0.80, respectively (Figure 4, bottom left). These were employed to typify confidence in the predictions: Confidence is high for probabilities below 0.20 (high confidence in absence) and equal to or greater than 0.80 (high confidence in presence) as indicated by the low proportion of incorrectly classified objects seen in Figure 4 (bottom right). Confidence is low for intermediate probability values. In 1.5% of the cases were the predictions outside the range of modelled values, leading to low confidence in this aspect of the model. Predictions were inside the modelled range for 98.5% of the cases and high confidence was associated with these predictions. Total confidence was high in 67.42%, medium in 32.13% and low in 0.45% of the cases.

3.3. Spatial representation

Figure 5 shows an example detail of the results with predicted carbonate mounds mapped with three levels of total confidence. These are overlaid on a hillshade image of the bathymetry.
Figure 5. Left - Example detail of mapping results showing predicted occurrence of carbonate mounds and associated total confidence overlaid on a hillshade image of the bathymetry. Also visible is the 1 km by 1 km raster used to aggregate data on carbonate mounds.

The relative mound area (Figure 6) varies between 0% and close to 18%; however, the distribution is uneven with mound areas below 1% in more than half of the blocks (and not including blocks with a mound area equal to 0%). Mounds occur predominantly in a NNW-SSE trending zone. Confidence in the predictions is high overall.

Figure 6. Left - Carbonate mound area per 1 km² block expressed as percentage of mound area per block. Right – Average total confidence per 1 km² block. Only blocks that were occupied by at least one carbonate mound are shown.
3.4. Predictor feature importance

Mean_curvPL was by far the most important predictor feature with a mean decrease in accuracy of approximately 15% (Error! Reference source not found.). Other features were significantly less important with mean decreases in accuracy below 5%. However, it should be noted that other features that have been removed from the model due to high correlation with those features included in the model may also be useful predictors for carbonate mounds. Based on the feature importance scores of the Boruta analysis (Figure 3), the most likely candidates are Mean_bpi3, Max_0mean, Max_bpi3, Max_curvPL, Mean_0mean, Mean_bpi5, Mean_vrm3 and Mean_curv.

![Figure 7. Predictor feature importance expressed as the mean decrease in accuracy when a feature is randomised. Larger decreases mean that the feature is more important. The mean decrease in accuracy ranges from 0 to 1.](image)

4. Discussion

We have demonstrated how carbonate mounds can be mapped from derivatives of MBES bathymetry in an efficient and validated way with high accuracy by combining image segmentation with presence-absence spatial predictions. This approach is reasonably quick; the most time-consuming steps being data preparation (calculation of derivatives etc.) and classification of sample objects, both of which took approximately one working day. All in all, it took about one working week to derive the showcased maps. This is considerably faster than manual interpretation of the MBES data.

Image segmentation was a vital step in the mapping approach for two reasons: First, it allowed selecting sample objects for visual classification. Such a step would have been difficult to exercise based on image pixels. Second, additional features other than image layer values were extracted and utilised in the spatial prediction. The final model did not only include object mean values, but also extent features, which contributed to the final predictions.

We used a pre-existing bioclastic sediments [18] map layer as a spatial constraint for the analysis. Although this might carry the risk of missing some of the mounds present in the area, we judge the chances of this being the case as low. The main benefit of spatially constraining the analysis were that the total number of image objects used in the analysis was markedly smaller (23602 instead of 83085 image objects) and, more importantly, the presence-absence ratio was higher. Initial trials without a spatial constraint at a different but similar site showed that it was still possible to derive meaningful results with high accuracy, but more sample objects are required to give a sufficiently high number of mound presences.
The predictive model was trained and tested with samples that were derived by visually assessing a sub-set of image objects. This approach is arguably prone to introducing error due to the incorrect classification of an unknown number of sample objects. However, we caution that ground-truth information derived from underwater stills or video is equally not free of error due to mis-classification [45]. Moreover, ground-truth information is often difficult and costly to obtain, and these factors typically limit the number of samples available for an analysis. Our approach allowed us to select a large amount of sample objects without the additional costs. We believe that the approach was justified as carbonate mounds are typically conspicuous objects on the seabed readily identifiable from MBES data but do not recommend utilising this approach in situations where the target classes are less obvious.

It is important to assess the performance of a model to understand how reliable the predictions are. In this case, discriminatory ability (AUC) and accuracy (PCC, Sens and Spec) of the predictions were generally high. However, model performance statistics are either global or class-specific, giving no information on the accuracy of the prediction in a spatially explicit way [46]. Maps that portray the spatial variation of mapping error or uncertainty can be highly informative: They might be used to guide future ground-truth sampling campaigns or provide managers with information on the reliability of predictions when making decisions. Here, we have adopted and modified a scheme to assess the confidence in spatial predictions developed for mapping bedrock outcrops on the United Kingdom’s continental shelf [42]. The confidence in the presence of carbonate mounds is high where probabilities are 0.8 or higher and the predictions are within the modelled range of values of the RF model. Medium confidence in the presence of carbonate mounds means that one of the two criteria is not fulfilled, and low confidence is assigned when both criteria are not fulfilled, but probabilities are higher than 0.619. In this way, we express confidence in the predictions in a way that is simple to understand; yet, confidence is based on objective and measurable criteria rather than scoring systems and it is spatially explicit.

As mentioned earlier, the choice of sensitivity and specificity values of 0.95 was somewhat arbitrary and used for illustrative purposes. Preferably, the selection of those values should be informed by the objectives of the mapping task. Increasing the value for the required specificity will reduce the number of false positives, i.e. the number of image objects incorrectly classified as carbonate mounds will be reduced. For example, increasing the required specificity from 0.95 to 0.99 will increase the probability threshold from 0.8 to 0.96. Consequently, the number of image objects classified accordingly will be reduced from 10107 to 5868. This might be useful when a high level of certainty in the presence of carbonate mounds is required, for example when a field survey is planned, and targeted stations should correspond to carbonate mounds as frequently as possible.

This approach allows mapping carbonate mounds from MBES data with high accuracy and confidence. Carbonate mounds are the geological product of CWCs [17]; however, it is important to note that the cover of such mounds with live corals can vary dramatically. In fact, mounds might exhibit live coral cover approaching 100% or be completely devoid of live corals, even in close proximity, as shown by detailed results from the Mingulay Reef Complex west of Scotland [47]. Although it has been demonstrated that the likelihood of live coral presence can be spatially predicted [47], it will still require detailed ground-truthing, for example with video or stills images, to establish whether or not carbonate mounds are occupied by live corals and to what degree.

In this case study, Mean_curPL was by far the most important predictor for the presence of carbonate mounds. However, other features relating to terrain variability, curvature and relative position are expected to be suitable predictors for carbonate mounds as well, but were strongly correlated with Mean_curPL and hence removed from the analysis. The comparatively small size of the mounds in relation to the resolution of the terrain data means that small neighbourhood sizes of 3 and 5 were the most relevant. We recommend that other studies attempting to predict carbonate mounds should consider features of terrain variability, curvature and relative position [22] at a relevant scale that reflects both the size of the mounds to be mapped and the resolution of the data utilised.
Future work will include a comparison of the results presented here with ground-truth information from underwater video tows. This information might also be used to add another layer of confidence: Image objects that coincide with interpreted video frames and agree with the interpretation might be given a higher confidence score \([42,48]\). In a next step, the developed methodology will be applied to areas of the Norwegian continental shelf and slope where MBES data have been collected. Previous research has shown that carbonate mounds are identifiable from MBES data in areas of flat seabed, iceberg ploughmarks and glacial lineations, while slide scar environments and bedrock outcrops limit the ability to detect carbonate mounds \([18]\). To what extent the presented method is capable of mapping carbonate mounds in such challenging environments remains to be tested. Further work might include the extraction of additional morphometric variables such as the maximum height of a mound above the surrounding seabed and the volume of a mound. Such metrics could be used to derive the amount of inorganic carbon stored in carbonate mounds on the Norwegian seabed, information that is critical for a better understanding of the importance of CWC reefs as carbonate sinks \([49]\) and possible impacts of climate change (warming and acidification) on those carbon stores \([12]\).

Supplementary Materials: The following are available online at www.mdpi.com/link: RuleSetDocu.txt: Documentation of the eCognition rule-set (Chapters 2.3 – 2.5); Iverryggen_training_data.txt: Model training data set containing observed classes (carbonate mound presence and absence) and predictor feature values; FeatureSelection.r: R script for feature selection (Chapter 2.7); rf2000_2.Rdata: Output from MGET random forest model fitting (Chapter 2.8); rf2000_2_model_stats.txt: Model performance summary and confusion matrix as provided by MGET; MapAccuracy.r: R script for calculation of accuracy statistics; rf2000_2_export_for_PresenceAbsence.txt: Text file containing observed classes (test data) and predicted probabilities; BinaryClassification.r: R script to derive thresholds for selected sensitivity and specificity and model performance plots (Chapter 2.10).
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