Abstract: Energy storage systems will play a key role for individual users in the future smart grid. They serve two purposes: (i) handling the intermittent nature of renewable energy resources for a more reliable and efficient system, and (ii) preventing the impact of blackouts on users and allowing for more independence from the grid, while saving money through load-shifting. In this paper we investigate the latter scenario by looking at a neighbourhood of 25 households whose demand is satisfied by one utility company. Assuming the users possess lithium-ion batteries, we answer the question of how each household can make the best use of their individual storage system given a real-time pricing policy. To this end, each user is modelled as a player of a non-cooperative scheduling game. The novelty of the game lies in the advanced battery model, which incorporates charging and discharging characteristics of lithium-ion batteries. The action set for each player comprises day-ahead schedules of their respective battery usage. We analyse different user behaviour and are able to obtain a realistic and applicable understanding of the potential of these systems. As a result, we show the correlation between the efficiency of the battery and the outcome of the game.

Keywords: game theory; smart grid; energy storage; battery modelling; demand-side management; load-shaping
to achieve the same net effect. The idea is not new, but has been pushed forward, for instance, in [12–14]. Within the idea of using the battery system as a load-shifting tool, it is essential to have a high-quality battery model. This is what was so-far lacking in the literature, but is now provided in our manuscript. In this sense, our work can be seen as an extension to [12], where a more realistic battery model replaces the one used in [12]. Only when all inherent characteristics of the whole system are incorporated can an insightful analysis be done. In fact, we will see that with an advanced battery model the outcome of the game changes drastically. Thus, our contributions are the following:

- introduction of a detailed model for lithium-ion batteries, including the specific charging, discharging, and self-discharging characteristics,
- analysis of the influence of the efficiency parameters of the battery on the PAR value and the resulting savings for each household, and
- analysis of the participation behaviour in the proposed battery scheduling game.

The paper is organised as follows. In Section 2, we introduce the models that constitute the scenario. This includes a detailed description of the battery characteristics, definitions of demand and load of a household, and an overview of the time-of-use tariff that determines the energy costs. For details on the scheduling game and an analysis of the existence of a solution, please refer to Section 3. This also includes the algorithm employed throughout our simulations. Results are shown and discussed in Section 4. The final section concludes the paper and reveals directions of future research.

2. The System Model

Consider a smart grid neighbourhood of households who take part in a DSM program. They are equipped with individual energy storage systems in the form of lithium-ion batteries. The model introduced in this section may also be used to represent lead–acid battery systems, but is not suitable for nickel-based batteries due to their different charging behaviour. Nevertheless, in the following we will only refer to lithium-ion batteries as they generally show better specific energy and cycle efficiency compared to lead–acid batteries [15]. This makes them the superior battery system for the purpose of a DSM program.

In this section, we will detail the specific characteristics of such batteries, clarify the terms demand and load, and introduce the pricing model.

2.1. Battery Model

Charging a lithium-ion battery is a two stage process [16] (cf. Figure 1).

The first stage is characterised by a “constant current” process, whereas the second stage applies “constant voltage”. Within the constant current stage we have a constant charging rate $\rho_I^+ > 0$, and thus linearly increase the amount of stored energy in the battery. The cell voltage is following this trend, but tapers off towards its terminal cell voltage. Let the capacity at this point be denoted by $s^\star$.

Once this value is reached, the second stage is initiated, where the voltage is kept constant. As a result, the charging current drops off exponentially. The battery is fully charged when the charging current reaches a pre-defined value of approximately ten percent of the charging current in stage I. For the charging rate $\rho_{II}^+$ this implies that it also levels off exponentially. We summarise the change of stored energy $s^+$ during the two stages of the charging process by:

$$
\frac{ds^+}{dt} = \begin{cases} 
\eta^+ \cdot \rho_I^+ = \text{const.} & t \in I \\
\eta^+ \cdot s_{\text{max}} \cdot \gamma_1 \cdot \exp \left[ -\frac{t-t^*}{\gamma_2} \right] & t \in II
\end{cases}
$$

(1)
where $\eta^+$ is the charging efficiency with $0 \leq \eta^+ \leq 1$ and $s_{\text{max}}$ is the maximum capacity. The parameters $\gamma_1$ and $\gamma_2$ are chosen such that the capacity curve and its derivatives are continuous at $t = t^\ast$.

When discharging a lithium-ion battery, the operating voltage (given a fixed current) behaves as shown in [16,17]; i.e., with an almost constant value for a wide range until it drops off sharply at low capacities. According to this, we consider a constant discharging rate $\rho^- < 0$ until a lower limit $s_{\text{min}}$ is reached

$$\frac{ds^-}{dt} = \frac{1}{\eta^-} \cdot \rho^- \cdot (s^- \geq s_{\text{min}}), \quad (2)$$

where $\eta^-$ is the discharging efficiency with $0 \leq \eta^- \leq 1$. Discharging the battery below $s_{\text{min}}$ is prohibited for the user within our model (cf. Figure 1).

If the battery is neither charged nor discharged, it will still lose capacity due to self-discharging. We model the effect with an exponential decrease of the capacity

$$\frac{ds}{dt} = s_{\text{max}} \cdot (1 + \tilde{\rho})^t, \quad (3)$$

where $\tilde{\rho} < 0$ is the self-discharging rate.

2.2. Household Demand and Load

The set of households who participate in the DSM program is denoted by $\mathcal{N}$. The total number of participants is $N = |\mathcal{N}|$. We define the energy demand $d_n^{(t)} \geq 0$ of a household $n \in \mathcal{N}$ as the amount of energy that is needed to run all its appliances at time interval $(t) \in T = \{1,2,\ldots,T\}$. The total daily schedule of unshiftable demand is then $d_n = [d_n^{(1)},\ldots,d_n^{(T)}]$. This demand does not include any action of the battery.

Let $l_n^{(t)}$ denote the load, which is defined by the amount of energy that is drawn from the grid by household $n$ at at time interval $(t)$. It combines the energy demand with the amount of energy that is charged or discharged by the battery; i.e.,

$$l_n^{(t)} = d_n^{(t)} + \begin{cases} 
\Delta s_n^{(t)} & \text{charging the battery} \\
\Delta s_n^{(t)} & \text{discharging the battery} \\
0 & \text{idle battery} 
\end{cases} \quad (4)$$
where \( \Delta s_n \) is obtained from suitable integrals of the charging and discharging curves (1) and (2). Note that \( l_{n}^{(t)} \geq 0 \) for all intervals, as the amount discharged from the battery cannot be larger than the demand in the respective interval. We write \( l_n = [l_{n}^{(1)}, \ldots, l_{n}^{(T)}] \) for the schedule of loads and can calculate the total load on the grid at time interval \((t)\) by

\[
L^{(t)} = \sum_{n \in N} l_{n}^{(t)}.
\] (5)

2.3. Cost Model

We model one utility company that serves all the households in the neighbourhood. In order to incentivise the users to avoid consumption during peak hours, a time-of-use tariff is employed. The costs per energy unit is calculated separately for each interval and depends on the aggregated load of all users. Similar to [8,11,18], we want to employ a quadratic cost function \( C^{(t)} \); i.e.,

\[
C^{(t)}(y) = c_2 \cdot y^2 + c_1 \cdot y + c_0,
\] (6)

where \( y \) is the aggregated load at time \( t \) given by \( L^{(t)} \) and the coefficients \( c_2 > 0, c_1 \geq 0, \) and \( c_0 \geq 0 \).

3. The Battery Scheduling Game

In this section we formulate the non-cooperative game between the households. To be more precise, we describe a battery scheduling game in which players want to minimise their energy bill by shifting loads through their respective battery usage. Here, we detail the possible actions for each participant and clarify the relation between the cost function and the utility function of the game. This is followed by an analysis of the existence of a solution. We also present the iterative algorithm that is employed to find this solution.

3.1. Game Formulation and Equilibrium Analysis

In this day-ahead scheduling game, an action of player \( n \in N \) is described by schedule \( a_n = \{a^{(1)}, \ldots, a^{(T)}\} \) of battery activities \( a \). In particular there are four options \( a \) can represent per interval:

\[
a = \begin{cases} 
0 & \text{remain idle} \\
1 & \text{charge for half the interval} \\
2 & \text{charge for the full interval} \\
3 & \text{use the battery to fulfil demand}
\end{cases}
\] (7)

Based on (4), we can calculate a corresponding load schedule \( l_n \) for each action \( a_n \). Actions are deemed unplayable if they lead to invalid battery states; i.e., charge states that do not fulfil the requirements given in Section 2. The fact that there are two possibilities to charge the battery gives more flexibility for the user.

The utility function \( u_n(a_n,a_{-n}) \) reflects the bill player \( n \) has to pay for the upcoming day, given that they chose action \( a_n \), while their opponents chose the actions \( a_{-n} = [a_{1}, \ldots, a_{n-1}, a_{n+1}, \ldots, a_{N}] \). Similar to [5,8], we employ a proportional billing scheme, where every player pays for the share of their consumption:

\[
u_n(a_n,a_{-n}) = - \Omega_n \cdot \sum_{(t) \in T} C^{(t)},
\] (8)

with

\[
\Omega_n = \frac{\sum_{(t)} f_{n}^{(t)}}{\sum_{(t)} \sum_{k} l_{k}^{(t)}}.
\] (9)
To sum up, we define the non-cooperative battery scheduling game $G = \{\mathcal{N}, A, u\}$, with

- the set of players $\mathcal{N}$,
- $A = A_1 \times \cdots \times A_N$, where the set $A_n$ consists of all valid schedules for player $n$, and
- $u = [u_1, \ldots, u_N]$, with the utility function $u_n : A \to \mathbb{R}$ for player $n$ (cf. (8)).

One can show that there exists a pure Nash equilibrium (NE) for this game. The proof can be done similarly to the one in [12] (Theorem 1), due to the similarity of the structure of the utility functions, the properties of the actions sets, and the fact that the demand $d_n(t)$ is bounded.

### 3.2. Numerical Solution

The solution to the game (i.e., a NE) is computed by a best-response algorithm (cf. Algorithm 1). Through empirical studies, we found that there are usually many different NEs for each daily configuration. This is why the algorithm contains the additional do-loop in comparison to the “myopic best-response” algorithm [19].

**Algorithm 1:** Best-response algorithm for finding a pure NE based on [19]

1. initialise counter
2. do
3. initialise random action profile $A = (a_n, a_{-n})$
4. while there exists a player $n$ for whom $a_n$ is not a best response to $a_{-n}$ do
5.   $a_n^* \leftarrow$ some best response by $n$ to $a_{-n}$
6.   $A \leftarrow (a_n^*, a_{-n})$
7. end
8. save equilibrium action profile $A$
9. increase counter
10. while maximum counter not reached;
11. select ‘best’ equilibrium

Choosing the best NE is done by comparing the sum of the utility functions for every player. Please note that even when the existence of a pure NE is guaranteed, the algorithm might not converge to it. An additional counter variable prevents getting stuck in an infinite while-loop. Nevertheless, this exit condition was not triggered in any of our simulation runs.

### 4. Simulation Results and Discussion

In this section, the data set and system variables that constitute the DSM scheme with a battery scheduling game are presented. The simulation results based on these are subsequently shown and discussed.

#### 4.1. Data and Variables

The household consumption data for all our simulations stem from the openei dataset [20]. This dataset contains 365 days of simulated hourly demand data for all TMY3 locations in the USA [21]. Details on the building models can be found in [22]. Additionally, the “Residential Energy Consumption Survey” was used to associate suitable building types with each location. There are three categories: BASE, HIGH, and LOW based on the specific attributes of the respective household [23].

For our simulations, we picked $N = 25$ households (i.e., nine BASE, nine HIGH, and seven LOW) that are all within close vicinity to represent a small neighbourhood. In order to gain insight into seasonal effects, we chose four equally separated weeks from the data set—in particular weeks 12, 25, 38 and 51—and used it to represent the individual household demand. Nevertheless, the scheduling is done on a day-ahead basis as described in Section 3.1. To this end, we set $T = 12$; i.e., consider
two-hour intervals, and initialise the battery at the beginning of the week with a small random capacity. From the NE, the battery states at the end of the day can be calculated and are used as initial data for the following day.

The parameters of the battery are inspired by the Tesla Powerwall 2 [24] data sheet, and can be found in Table 1.

Table 1. Parameters for a Tesla-inspired [24] home battery storage system used throughout all simulations runs labelled with “realistic”.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta^+$</td>
<td>0.958</td>
</tr>
<tr>
<td>$\rho^+_I$</td>
<td>3.3 kW/h</td>
</tr>
<tr>
<td>$\eta^-$</td>
<td>0.958</td>
</tr>
<tr>
<td>$\rho^-_I$</td>
<td>-3.3 kW/h</td>
</tr>
<tr>
<td>$\bar{\rho}$</td>
<td>-0.001</td>
</tr>
<tr>
<td>$s_{\text{max}}$</td>
<td>13.5 kWh</td>
</tr>
<tr>
<td>$s_{\text{min}}$</td>
<td>0.0 kWh</td>
</tr>
<tr>
<td>$s^*$</td>
<td>9.46 kWh</td>
</tr>
</tbody>
</table>

The efficiency variables $\eta^+$ and $\eta^-$ are calculated under the assumption that charging and discharging contribute to equal amounts towards the given round-trip efficiency of $0.918 = \eta^+ \cdot \eta^-$. We denote this type of battery by the “realistic” battery (RB) model. For comparisons, we also run all the simulations with an “ideal” battery (IB) model; i.e., the same storage system but with $\eta^+ = \eta^- = 1$. We want to highlight that the IB still follows the proposed charging and discharging curves shown in Figure 1 and is also subject to self-discharging. Within the cost function (6), we use the coefficients $c_2 = 0.03125$, $c_1 = 1.0$, and $c_0 = 0$ [25].

4.2. Results

In Figure 2, the aggregated load curves resulting from playing the game with different battery models are shown—one of them with realistic parameters and the other with ideal 100% efficiency (see Section 4.1). The reference curve represents the aggregated load of the system without the battery scheduling game.

For a quantitative analysis of the load-shifting phenomenon, and since our aim is to reduce consumption during peak times, we look at the peak-to-average ratio (PAR) of the aggregated load for each individual day; i.e.,

$$\text{PAR} = T \cdot \frac{\max(t) \in T L(t)}{\sum(t) \in T L(t)}.$$  (10)

The averages over the seven days of the respective weeks are shown in Table 2.

Table 2. Peak-to-average ratios calculated as the average over the individual days of week 12, week 25, week 38, and week 51 for the case without storage system and both battery models. $\mu$ gives the average over all four weeks. IB: “ideal” battery; RB: “realistic” battery.

<table>
<thead>
<tr>
<th>Reference</th>
<th>RB Model</th>
<th>IB Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>w12</td>
<td>1.623</td>
<td>1.374</td>
</tr>
<tr>
<td>w25</td>
<td>1.574</td>
<td>1.410</td>
</tr>
<tr>
<td>w38</td>
<td>1.685</td>
<td>1.439</td>
</tr>
<tr>
<td>w51</td>
<td>1.718</td>
<td>1.468</td>
</tr>
<tr>
<td>$\mu$</td>
<td>1.650</td>
<td>1.423</td>
</tr>
</tbody>
</table>

On average, a 14% and a 36% decrease of the PAR value was achieved by employing a game with an RB and IB model, respectively.
Figure 2. Aggregated load curves over four different one-week periods; i.e., week 12, week 25, week 38, week 51 in the data set [20]. For each week, the results for not playing the game (reference) can be compared to the results obtained from playing the game with either a realistic battery or an ideal battery model. For week 38, day 5 is highlighted in reference to the results shown in Figure 3.

When considering the participation behaviour of the households, we look at two things: (i) the rate at which players choose to play any action other than the zero-schedule $a^0 = \{0, 0, \ldots, 0\}$ in the Nash equilibrium (cf. (7)); and (ii) the distribution of activities chosen for each individual interval. A visualisation of the schedules of a randomly chosen day (week 38, day 5) is shown in Figure 3 for both battery models. It can be seen as a representative example of the schedules for all other days. A summary for the different user classes of the participation rate and the activity distribution can be found in Tables 3 and 4, respectively.
Figure 3. Illustration of Nash equilibrium for the scheduling game at day 5 in week 38. Each row represents a schedule (i.e., a set of options—one for each interval; cf. (7)), chosen by the respective player. On the left, the results under consideration of a realistic battery model are shown, whereas on the right an ideal battery model is applied.

Table 3. Comparison of participation rates depending on the battery model and consumption category. Results are obtained by averaging over all weeks.

<table>
<thead>
<tr>
<th></th>
<th>RB Model</th>
<th>IB Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOW</td>
<td>68%</td>
<td>36%</td>
</tr>
<tr>
<td>BASE</td>
<td>98%</td>
<td>82%</td>
</tr>
<tr>
<td>HIGH</td>
<td>87%</td>
<td>64%</td>
</tr>
</tbody>
</table>

Table 4. Occurrence of different activities within the equilibrium schedules for different player categories and both battery models. Results are obtained by averaging over all weeks.

<table>
<thead>
<tr>
<th></th>
<th>RB Model</th>
<th>IB Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a = 0$</td>
<td>$a = 1$</td>
</tr>
<tr>
<td>LOW</td>
<td>81%</td>
<td>6%</td>
</tr>
<tr>
<td>BASE</td>
<td>72%</td>
<td>11%</td>
</tr>
<tr>
<td>HIGH</td>
<td>76%</td>
<td>9%</td>
</tr>
</tbody>
</table>

Table 5 shows by how much the utility function of the consumers, i.e. the energy costs for each of them, was reduced. The results for each of the four different weeks are averaged over the consumer categories for both battery models.
Table 5. Amount of reduction of the utility function (i.e. energy costs). Results averaged over the different consumption categories are shown for each week together with an overall average $\mu$.

<table>
<thead>
<tr>
<th></th>
<th>RB Model</th>
<th>IB Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LOW</td>
<td>BASE</td>
</tr>
<tr>
<td>week 12</td>
<td>6.4%</td>
<td>6.5%</td>
</tr>
<tr>
<td>week 25</td>
<td>6.0%</td>
<td>6.2%</td>
</tr>
<tr>
<td>week 38</td>
<td>6.8%</td>
<td>6.8%</td>
</tr>
<tr>
<td>week 51</td>
<td>6.7%</td>
<td>6.6%</td>
</tr>
<tr>
<td>$\mu$</td>
<td>6.5%</td>
<td>6.5%</td>
</tr>
</tbody>
</table>

4.3. Discussion

4.3.1. Peak-to-Average Ratio

By playing the game the usual evening peaks of each individual day were decreased. This effect was stronger for simulation runs that apply an IB model, where an almost flat load profile was produced. Troughs are visible at the end of several days (e.g., in weeks 25 and 38) due to a finite-horizon effect that occurs when the aggregated demand during the final interval is lower than the average load in the previous intervals. This results in the players choosing to play $\alpha = 0$ in the respective interval, see Figure 3. As the load can only be increased by charging the battery, this would have caused an increase in costs (for this day) and thus would not have been beneficial for the players.

From our results we see the importance of the battery efficiency for reducing the PAR value. In fact, our research has shown that the cycling efficiency is the most sensitive parameter of all parameters introduced in Section 2.1 [26]. With state-of-the-art technology such as the Tesla Powerwall 2 [24], the PAR value was reduced by 14% to $\approx 1.4$. Under the assumption of an IB, PAR values close to the optimum were achieved (i.e., a reduction of 36%). It is worth highlighting that these results do not seem to depend on seasonal effects, as fluctuations of PAR values between the four simulated weeks were less than 0.05.

4.3.2. Participation in the Game

We observe that the participation rate was higher overall for the RB model. Nevertheless, the players who did participate in the IB scheduling game were more active; i.e., chose more activities $\alpha \neq 0$. It becomes apparent that the lack of efficiency causes a disincentive to charge the battery for many users. While charging for shorter time periods (i.e., $\alpha = 1$) was still occasionally done during low-demand intervals, charging throughout the whole interval (i.e., $\alpha = 2$) was almost non-present in the NE schedules. None of the LOW households with an RB made use of this activity within any of the 28 simulated days (cf. Figure 3).

4.3.3. Utility Function

In direct relation to the smaller PAR value reduction of the game with RB model is the smaller reduction in energy costs (see Table 5). Similar to results regarding the PAR value, we observe that there seems to be no seasonal dependency. Furthermore, within each separate week, the differences between the three consumer classes is negligible. This was anticipated and intentionally pushed forward by the introduction of the proportionality factor $\Omega_n$ in the utility function (8). It should be noted that the pricing scheme benefits all users whether they participate in the DSM scheme or not. A tariff that gives a higher share of savings towards the contributors might be a fairer approach.
5. Conclusions

In this paper, we proposed an advanced battery model for a DSM program: residential customers play a battery scheduling game to decrease their own costs which eventually reduce the PAR value of the aggregated neighbourhood load. The advantage of this approach is that every household can make its own decision, thereby addressing concerns of individual freedom.

It turns out that the round-trip efficiency of the storage system has an impact on the participation behaviour. In fact, it lowers the PAR reduction by more than half of what can be achieved by a system with perfect efficiency. This is accompanied by a lower reduction in energy bills for all participants. Thus, our studies underline the importance of further advancements in battery technology. One way of compensating for the imperfect efficiency of the storage system might be the introduction of a more advanced billing scheme. In the current framework, participants react to a given pricing policy, which causes a PAR reduction. In a reverse scheme, participants could be incentivised to reduce the PAR value directly and are granted cost reductions based on their respective success.

Other future research directions may include the incorporation of on-site renewable energy generation for individual participants and a thorough analysis of the life-cycle costs of the proposed system.
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- NE: Nash equilibrium
- TMY: Typical meteorological year

References


17. IBT Power. Typical Lithium Ion Technical Data. Available online: http://www.ibt-power.com/Battery_packs/Li_Ion/Lithium_ion_tech.html (accessed on 1 June 2017).


