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Abstract: We propose a quantum version of the well known minimum distance classification model called Nearest Mean Classifier (NMC). In this regard, we presented our first results in two previous works. In [34] a quantum counterpart of the NMC for two-dimensional problems was introduced, named Quantum Nearest Mean Classifier (QNMC), together with a possible generalization to arbitrary dimensions. In [33] we studied the n-dimensional problem into detail and we showed a new encoding for arbitrary n-feature vectors into density operators. In the present paper, another promising encoding of n-dimensional patterns into density operators is considered, suggested by recent debates on quantum machine learning. Further, we observe a significant property concerning the non-invariance by feature rescaling of our quantum classifier. This fact, which represents a meaningful difference between the NMC and the respective quantum version, allows to introduce a free parameter whose variation provides, in some cases, better classification results for the QNMC.

The experimental section is devoted to: i) compare the NMC and QNMC performance on different datasets; ii) study the effects of the non-invariance under uniform rescaling for the QNMC.
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1. Introduction

In the last few years, many efforts to apply the quantum formalism to non-microscopic contexts have been made [1,24,26,32,37,41]. The idea is that the powerful predictive properties of quantum mechanics, used for describing the behavior of microscopic phenomena, turn out to be particularly beneficial also in non-microscopic domains. Indeed, the real power of quantum computing consists in exploiting the strength of particular quantum properties in order to implement algorithms which are much more efficient and faster than the respective classical counterpart. At this purpose, several non standard applications involving the quantum mechanical formalism have been proposed, in research fields such as game theory [8,27], economics [11], cognitive sciences [2,40], signal processing [9], and so on. Further, particular applications, interesting for the specific topics of the present paper, concern the areas of machine learning and pattern recognition.

Quantum machine learning is an emerging research field which can use the advantages of quantum computation in order to find new solutions to pattern recognition and image understanding problems. About this, some attempts which connect quantum information to pattern recognition can be found in [31], while an exhaustive survey and bibliography of the developments regarding the use of quantum computing techniques in artificial intelligence are provided in [23,45].

In this context, there exist different approaches involving the use of quantum formalism in pattern recognition and machine learning. We can find for instance procedures which exploit quantum properties without presupposing the help of a quantum computer [13,19,38] or techniques supposing the existence of a quantum computer in order to perform in an inherently parallel way all the required operations, taking advantage of quantum mechanical effects and providing high performance in terms of computational efficiency [5,28,44].

One of the main aspects of pattern recognition is focused on the application of quantum information processing methods [20] to solve classification and clustering problems [5,12,39].

The use of quantum states for representing patterns has a twofold motivation: as already discussed, first of all it gives the possibility of exploiting quantum algorithms to boost the
computational efficiency of the classification process. Secondly, it is possible to use quantum-inspired models in order to reach some benefits with respect to classical problems.

Even if the state-of-art approaches suggest possible computational advantages of this sort [3,21,22], the main problem to find a more convenient encoding from classical to quantum objects is nowadays an open and interesting matter of debate [23,31]. Here, our contribution consists in constructing a quantum version of a minimum distance classifier in order to reach some convenience, in terms of the error in pattern classification, with respect to the corresponding classical model. We have already proposed this kind of approach in two previous works [33,34], where a “quantum counterpart” of the well known Nearest Mean Classifier (NMC) has been presented.

In both cases, the model is based on the introduction of two main ingredients: first, an appropriate encoding of arbitrary patterns into density operators; second, a distance measure between density operators, representing the quantum counterpart of the Euclidean distance in the “classical” NMC. The main difference between the two previous works is the following one: i) in the first case [34], we tested our quantum classifier on two-dimensional datasets and we proposed a generalization to arbitrary dimension from a theoretical point of view only; ii) in the second case [33], a new encoding for arbitrary n-dimensional patterns into quantum states has been proposed, and it was tested on different real-world and artificial two-class datasets. Anyway, in both cases we observed a significant improvement of the accuracy in the classification process. In addition, we found that, by using the encoding proposed in [33] and for two-dimensional problems only, the classification accuracy of our quantum classifier can be further improved by performing a uniform rescaling of the original dataset.

In this work we propose a new encoding of arbitrary n-dimensional patterns into quantum objects, extending both the theoretical model and the experimental results to multi-class problems, which preserves information about the norm of the original pattern. This idea has been inspired by recent debates on quantum machine learning [31], according to which it is crucial to avoid loss of information when a particular encoding of real vectors into quantum states is considered. Such an approach turns out to be very promising in terms of classification performance with respect to the classical version of the NMC. Further, differently from the NMC, our quantum classifier is invariant under uniform rescaling. More precisely, the accuracy of the quantum classifier changes by rescaling (of an arbitrary real number) the coordinates of the dataset. Consequently, we observe that, for several datasets, the new encoding exhibits a further advantage that can be gained by exploiting the non-invariance under rescaling, also for n-dimensional problems (conversely to the previous works). At this purpose, some experimental results have been presented.

The paper is organized as follows: in Section 2 we briefly describe the classification process and, in particular, the formal structure of the NMC for multi-class problems. Section 3 is devoted to the definition of a new encoding of real patterns into quantum states. In Section 4 we introduce the quantum version of the NMC, called Quantum Nearest Mean Classifier (QNMC), based on the new encoding previously described. In Section 5 we compare the NMC and the QNMC on different datasets showing that, in general, the QNMC exhibits a better performance (in terms of accuracy and other significant statistical quantities) with respect to the NMC. Further, starting from the fact that, differently from the NMC, the QNMC is not invariant under rescaling, we also show that for some datasets it is possible to provide a benefit from this non-invariance property. Some conclusions and possible further developments are proposed at the end of the paper.  

1 The present work is an extended version of the paper presented at the conference Quantum and Beyond 2016, Vaxjo, 13-16 June 2016 [30], significantly enlarged in theoretical discussion, experimental section and bibliography.
2. Minimum distance classification

Pattern recognition [7,43] is the scientific discipline which deals with theories and methodologies for designing algorithms and machines capable of automatically recognizing "objects" (i.e. patterns) in noisy environments.

Here, we deal with supervised learning, i.e. learning from a training set of correctly labeled objects. In other words, this is the case in which examples of input-output relations are given to a computer and it has to infer a mapping from there. The most important task is pattern classification, whose goal is to assign input objects to different classes.

More precisely, each object can be characterized by its features; hence, a $d$-feature object can be naturally represented by a $d$-dimensional real vector, i.e. $\vec{x} = [x^{(1)}, \ldots, x^{(d)}] \in \mathcal{X}$, where $\mathcal{X} \subseteq \mathbb{R}^d$ is generally a subset of the $d$-dimensional real space representing the feature space. Consequently, any arbitrary object is represented by a vector $\vec{x}$ associated to a given class of objects (but, in principle, we do not know which one). Let $\mathcal{Y} = \{1, \ldots, L\}$ be the class label set. A pattern is represented by a pair $(\vec{x}, y)$, where $\vec{x}$ is the feature vector representing an object and $y \in \mathcal{Y}$ is the label of the class which $\vec{x}$ is associated to. The aim of the classification process is to design a function (classifier) that attributes (in the most accurate way) to any unlabeled object the corresponding label (where the label attached to an object represents the class which the object belongs to), by learning about the set of objects whose class is known. The training set is given by $S_{tr} = \{(\vec{x}_n, y_n)\}_{n=1}^N$, where $\vec{x}_n \in \mathcal{X}$, $y_n \in \mathcal{Y}$ (for $n = 1, \ldots, N$) and $N$ is the number of patterns belonging to $S_{tr}$. Finally, let $N_l$ be the cardinality of the training set associated to the $l$-th class (for $l = 1, 2, \ldots, L$) such that $\sum_{l=1}^L N_l = N$.

We now introduce the well known Nearest Mean Classifier (NMC) [7], which is a particular kind of minimum distance classifier widely used in pattern recognition. The strategy consists in computing the distances between an object $\vec{x}$ (to classify) and other objects chosen as prototypes of each class (called centroids). Finally, the classifier associates to $\vec{x}$ the label of the closest centroid. So, we can resume the NMC algorithm as follows:

1. computation of the centroid (i.e. the sample mean) $\mu_l$ associated to each class, whose corresponding feature vector is given by:

$$\mu_l = \frac{1}{N_l} \sum_{n=1}^{N_l} \vec{x}_n, \quad l = 1, 2, \ldots, L, \quad (1)$$

where $l$ is the label of the class;

2. classification of the object $\vec{x}$, provided by:

$$\text{argmin}_{l=1,\ldots,L} d_E(\vec{x}, \mu_l), \quad \text{with} \quad d_E(\vec{x}, \mu_l) = \|\vec{x} - \mu_l\|_2, \quad (2)$$

where $d_E$ is the standard Euclidean distance.$^2$

Depending on the particular distribution of the dataset patterns, it is possible that a pattern belonging to a given class is closest to the centroid of another class. In this case, if the algorithm would be applied to this pattern, it would fail. Hence, for an arbitrary object $\vec{x}$ whose class is a priori unknown, the output of the above classification process has the following four possibilities [10]: i) True Positive (TP): pattern belonging to the $l$-th class and correctly classified as $l$; ii) True Negative (TN): pattern belonging to a class different than $l$, and correctly classified as not $l$; iii) False Positive (FP): pattern belonging to a class different than $l$, and incorrectly classified as $l$; iv) False Negative (FN): pattern belonging to the $l$-th class, and incorrectly classified as not $l$.

---

$^2$ We remind that, given a function $f : X \to \mathcal{Y}$, the argmin (i.e. the argument of the minimum) over some subset $S$ of $X$ is defined as: $\text{argmin}_{x \in S} f(x) = \{x \mid x \in S \land \forall y \in S : f(y) \geq f(x)\}$. In this framework, the argmin plays the role of the classifier, i.e. a function that associates to any unlabeled object the correspondent label.
The inverse of the stereographic projection is given by:

\[ \text{projection}^{-1}(r, x, y) = \left( \frac{r x}{1 - x}, \frac{r y}{1 - y} \right) = [x^{(1)}, x^{(2)}], \]

(3)

The inverse of the stereographic projection is given by:

\[ \text{SP}^{-1}: [x^{(1)}, x^{(2)}] \to \left[ \frac{2x^{(1)}}{||x||^2 + 1}, \frac{2x^{(2)}}{||x||^2 + 1} \right] = (r, x, y), \]

(4)

In order to evaluate the performance of a certain classification algorithm, the standard procedure consists in dividing the original labeled dataset \( S \) of \( N \) patterns, into a training set \( S_{\text{tr}} \) of \( N \) patterns and a set \( S_{\text{ts}} \) of \( (N' - N) \) patterns (i.e. \( S = S_{\text{tr}} \cup S_{\text{ts}} \)). This set \( S_{\text{ts}} \) of patterns is called test set [7] and it is defined as \( S_{\text{ts}} = \{(x_n, y_n)\}_{n=N+1}^{N'} \).

As a consequence, by applying the NMC to the test set, it is possible to evaluate the classification algorithm performance by considering the following statistical measures associated to each class \( l \) depending on the quantities listed above:

- **True Positive Rate (TPR):**
  \[ \text{TPR} = \frac{TP}{TP + FN}, \]

- **True Negative Rate (TNR):**
  \[ \text{TNR} = \frac{TN}{TN + FP}, \]

- **False Positive Rate (FPR):**
  \[ \text{FPR} = \frac{FP}{FP + TN}; \]

- **False Negative Rate (FNR):**
  \[ \text{FNR} = \frac{FN}{FN + TP} = 1 - \text{TPR}. \]

Further, other standard statistical coefficients [10] used to establish the reliability of a classification algorithm are:

- **Classification error (E):**
  \[ E = 1 - \frac{TP}{N - N}; \]

- **Precision (P):**
  \[ P = \frac{TP}{TP + FP}; \]

- **Cohen’s Kappa (K):**
  \[ K = \frac{Pr(a) - Pr(e)}{1 - Pr(e)}, \]

  \[ Pr(a) = \frac{TP + TN}{N - N}, \quad Pr(e) = \frac{TP + FP)(TP + FN) + (FP + TN)(FN + TN)}{(N - N)^2}. \]

In particular, the classification error represents the percentage of misclassified patterns, the precision is a measure of the statistical variability of the considered model and the Cohen’s Kappa represents the degree of reliability and accuracy of a statistical classification and it can assume values ranging from -1 to +1 (K= +1 corresponds to a perfect classification procedure while K= -1 corresponds to a completely wrong classification). Let us note that these statistical coefficients have to be computed for each class. Then, the final value of each statistical coefficient related to the classification algorithm is the weighted sum of the statistical coefficients of each class.

3. Mapping real patterns into quantum states

As already discussed, quantum formalism turns out to be very useful in non-standard scenarios, in our case to solve for instance classification problems on datasets of classical objects. At this purpose, in order to provide our quantum classification model, the first ingredient we have to introduce is an appropriate encoding of real patterns into quantum states. Quoting Schuld et al. [31], “in order to use the strengths of quantum mechanics without being confined by classical ideas of data encoding, finding ‘genuinely quantum’ ways of representing and extracting information could become vital for the future of quantum machine learning.”

Generally, given a \( d \)-dimensional feature vector, there exist different ways to encode it into a density operator [31]. In [34], the proposed encoding was based on the use of the stereographic projection [6]. In particular, it allows to unequivocally map any point \( \vec{r} = (r_1, r_2, r_3) \) on the surface of a radius-one sphere \( S^2 \) (except for the north pole) into an arbitrary point \( \vec{x} = [x^{(1)}, x^{(2)}] \) in \( \mathbb{R}^2 \), i.e.

\[ SP : (r_1, r_2, r_3) \to \left( \frac{r_1}{1 - r_3}, \frac{r_2}{1 - r_3} \right) = [x^{(1)}, x^{(2)}], \]

(3)

The inverse of the stereographic projection is given by:

\[ SP^{-1}: [x^{(1)}, x^{(2)}] \to \left[ \frac{2x^{(1)}}{||x||^2 + 1}, \frac{2x^{(2)}}{||x||^2 + 1} \right] = (r_1, r_2, r_3), \]

(4)
where $||\vec{x}||^2 = [x^{(1)}]^2 + [x^{(2)}]^2$. By imposing that $r_1 = \frac{2x^{(1)}}{||\vec{x}||^2 + 1}$, $r_2 = \frac{2x^{(2)}}{||\vec{x}||^2 + 1}$, $r_3 = \frac{||\vec{x}||^2 - 1}{||\vec{x}||^2 + 1}$, if we consider $r_1, r_2, r_3$ as Pauli components of a density operator $\rho_{\vec{x}} \in \Omega_2^4$, the density operator associated to the pattern $\vec{x} = [x^{(1)}, x^{(2)}]$ can be written as:

$$\rho_{\vec{x}} = \frac{1}{2} \left( \begin{array}{ccc} 1 + r_3 & r_1 - i r_2 & 1 - r_3 \\ r_1 + i r_2 & 1 - r_3 & 1 + r_3 \\ 1 - r_3 & 1 + r_3 & 1 - r_3 \end{array} \right) = \frac{1}{||\vec{x}||^2 + 1} \begin{pmatrix} ||\vec{x}||^2 & x^{(1)} - i x^{(2)} \\ x^{(1)} + i x^{(2)} & 1 \end{pmatrix}.$$  

(5)

The advantage in using this encoding consists in the fact that it provides an easy visualization of an arbitrary two-feature vector on the Bloch sphere [34]. In the same work, we also introduced a generalization of our encoding to the $d$-dimensional case, allowing to express arbitrary $d$-feature vectors as points on the hypersphere $S^d$ by writing a density operator $\rho$ as a linear combination of the $d$-dimensional identity and $d^2 - 1$ ($d \times d$)-square matrices $\{\sigma_i\}$ (i.e. *generalized Pauli matrices* [4,17]).

At this purpose, we introduced the generalized stereographic projection [16], which maps any point $\vec{r} = (r_1, \ldots, r_{d+1}) \in S^d$ into an arbitrary point $\vec{x} = [x^{(1)}, \ldots, x^{(d)}] \in \mathbb{R}^d$, i.e.:

$$SP: (r_1, \ldots, r_{d+1}) \mapsto \left( \frac{r_1}{1 - r_{d+1}}, \frac{r_2}{1 - r_{d+1}}, \ldots, \frac{r_d}{1 - r_{d+1}} \right) = [x^{(1)}, \ldots, x^{(d)}].$$  

(6)

However, even if it is possible to map points on the $d$-hypersphere into $d$-feature patterns, such points do not generally represent density operators and the one-to-one correspondence between them and density matrices is guaranteed only on particular regions [14,17,18].

An alternative encoding of a $d$-feature vector $\vec{x}$ into a density operator was proposed in [33]. It is obtained: i) by mapping $\vec{x} \in \mathbb{R}^d$ into a $(d + 1)$-dimensional vector $\vec{x}' \in \mathbb{R}^{d+1}$ according to the generalized version of Eq. (4), i.e.

$$SP^{-1}: [x^{(1)}, \ldots, x^{(d)}] \mapsto \frac{1}{||\vec{x}||^2 + 1} \left( 2x^{(1)}, \ldots, 2x^{(d)}, ||\vec{x}||^2 - 1 \right) = (r_1, \ldots, r_{d+1}).$$  

(7)

where $||\vec{x}||^2 = \sum_{i=1}^{d} [x^{(i)}]^2$; ii) by considering the projector $\rho_{\vec{x}} = \vec{x}' \cdot (\vec{x}')^T$.

In this work we propose a different version of the QNMC based on a new encoding again and we show that this exhibits interesting improvements also by exploiting the non-invariance under rescaling of the features.

Accordingly with [21,28,31], when a real vector is encoded into a quantum state, in order to avoid a loss of information it is important that the quantum state keeps some information about the norm of the original real vector. In light of this fact, we introduce the following alternative encoding.

Let $\vec{x} = [x^{(1)}, \ldots, x^{(d)}] \in \mathbb{R}^d$ be an arbitrary $d$-feature vector.

1. We map the vector $\vec{x} \in \mathbb{R}^d$ into a vector $\vec{x}' \in \mathbb{R}^{d+1}$, whose first $d$ features are the components of the vector $\vec{x}$ and the $(d + 1)$-th feature is the norm of $\vec{x}$. Formally:

$$\vec{x} = [x^{(1)}, \ldots, x^{(d)}] \mapsto \vec{x}' = [x^{(1)}, \ldots, x^{(d)}, ||\vec{x}||].$$  

(8)

2. We obtain the vector $\vec{x}''$ by dividing the first $d$ components of the vector $\vec{x}'$ for $||\vec{x}||$:

$$\vec{x}' \mapsto \vec{x}'' = \left[ \frac{x^{(1)}}{||\vec{x}||}, \ldots, \frac{x^{(d)}}{||\vec{x}||}, ||\vec{x}|| \right].$$  

(9)

---

3 We consider the representation of an arbitrary density operator as linear combination of Pauli matrices.

4 The space $\Omega_d$ of density operators for $d$-dimensional systems consists of positive semidefinite matrices with unitary trace.
3. We consider the norm of the vector $\tilde{x}''$, i.e. $||\tilde{x}''|| = \sqrt{||x||^2 + 1}$ and we map the vector $\tilde{x}''$ into the normalized vector $\tilde{x}'''$ as follows:

$$\tilde{x}'' \mapsto \tilde{x}''' = \frac{\tilde{x}''}{||\tilde{x}''||} = \left[ \frac{x^{(1)}}{||x||\sqrt{||x||^2 + 1}}, \ldots, \frac{x^{(d)}}{||x||\sqrt{||x||^2 + 1}} \right].$$

(10)

Now, we provide the following definition.

**Definition 1 (Density Pattern)** Let $\tilde{x} = [x^{(1)}, \ldots, x^{(d)}]$ be an arbitrary $d$-feature vector and $(\tilde{x}, y)$ the corresponding pattern. Then, the density pattern associated to $(\tilde{x}, y)$ is represented by the pair $(\rho_{\tilde{x}}, y)$, where the matrix $\rho_{\tilde{x}}$, corresponding to the feature vector $\tilde{x}$, is defined as:

$$\rho_{\tilde{x}} \doteq \tilde{x}''' \cdot (\tilde{x}'''^*)^\dagger,$$

(11)

where the vector $\tilde{x}'''$ is given by Eq. (10) and $y$ is the label of the original pattern.

Hence, this encoding maps real $d$-dimensional vectors $\tilde{x}$ into $(d+1)$-dimensional pure states $\rho_{\tilde{x}}$. In this way, we obtain an encoding that takes into account the information about the initial real vector norm and, at the same time, allows to easily encode also arbitrary real $d$-dimensional vectors.

4. Density Pattern Classification

In this section we introduce a quantum counterpart of the NMC, named Quantum Nearest Mean Classifier (QNMC). It can be seen as a particular kind of minimum distance classifier between quantum objects (i.e. density patterns). The use of this new formalism could lead not only to achieve the well known advantages related to the quantum computation with respect to the classical one (mostly related to the speed up of the computational process), but also to make a full comparison between NMC and QNMC performance by using a classical computer only.

In order to provide a quantum counterpart of the NMC, we need: i) an encoding from real patterns to quantum objects (already defined in the previous section); ii) a quantum counterpart of the classical centroid (i.e. a sort of quantum class prototype), that will be named quantum centroid; iii) a suitable definition of quantum distance between density patterns, that plays the same role as the Euclidean distance for the NMC. In this quantum framework, the quantum version $S^q$ of the dataset $S$ is given by:

$$S^q = S^q_t \cup S^q_s, \quad S^q_t = \{(\rho_{\tilde{x}_n}, y_n)\}_{n=1}^N, \quad S^q_s = \{(\rho_{\tilde{x}_n}, y_n)\}_{n=N+1}^{N'},$$

where $(\rho_{\tilde{x}_n}, y_n)$ is the density pattern associated to the pattern $(\tilde{x}_n, y_n)$. Consequently, $S^q_t$ and $S^q_s$ represent the quantum versions of training and test set respectively, i.e. the sets of all the density patterns obtained by encoding all the elements of $S_t$ and $S_s$. Now, we naturally introduce the quantum version of the classical centroid $\bar{\mu}_l$, given in Eq. (1), as follows.

**Definition 2 (Quantum Centroid)** Let $S^q$ be a labeled dataset of $N'$ density patterns such that $S^q_t \subseteq S^q$ is a training set composed of $N$ density patterns. Further, let $\mathcal{Y} = \{1,2,\ldots,L\}$ be the class label set. The quantum centroid of the $l$-th class is given by:

$$\rho_l = \frac{1}{N_l} \sum_{n=1}^{N_l} \rho_{\tilde{x}_n}, \quad l = 1, \ldots, L,$$

(12)

where $N_l$ is the number of density patterns of the $l$-th class belonging to $S^q_t$, such that $\sum_{l=1}^L N_l = N$.

Notice that the quantum centroids are generally mixed states and they are not obtained by encoding the classical centroids $\bar{\mu}_l$, i.e.

$$\rho_l \neq \rho_{\bar{\mu}_l}, \forall l \in \{1, \ldots, L\}.$$
Accordingly, the definition of the quantum centroid leads to a new object that is no longer a pure state and does not have any classical counterpart. This is the main reason that establishes, even in a fundamental level, the difference between NMC and QNMC. In particular, it is easy to verify [34] that, unlike the classical case, the expression of the quantum centroid is sensitive to the dataset dispersion.

In order to consider a suitable definition of distance between density patterns, we recall the well known definition of trace distance between quantum states (see, e.g. [25]).

**Definition 3 (Trace Distance)** Let \( \rho \) and \( \rho' \) be two quantum density operators belonging to the same dimensional Hilbert space. The trace distance between \( \rho \) and \( \rho' \) is given by:

\[
d_T(\rho, \rho') = \frac{1}{2} Tr |\rho - \rho'|,
\]

where \(|A| = \sqrt{A^\dagger A}\).

Notice that the trace distance is a true metric for density operators, that is, it satisfies: i) \( d_T(\rho, \rho') \geq 0 \) with equality iff \( \rho = \rho' \) (positivity), ii) \( d_T(\rho, \rho') = d_T(\rho', \rho) \) (symmetry) and iii) \( d_T(\rho, \rho') + d_T(\rho', \rho'') \geq d_T(\rho, \rho'') \) (triangle inequality). The use of the trace distance in our quantum framework is naturally motivated by the fact that it is the simplest possible choice among other possible metrics in the density matrix space [36]. Consequently, it can be seen as the “authentic” quantum counterpart of the Euclidean distance, which represents the simplest choice in the starting space. However, the trace distance exhibits some limitations and downsides (in particular, it is monotone but not Riemannian [29]). On the other hand, the Euclidean distance in some pattern classification problems is not enough to fully capture for instance the dataset distribution. For this reason, other kinds of metrics in the classical space are adopted to avoid this limitation [7]. At this purpose, as a future development of the present work, it could be interesting to compare different distances in both quantum and classical framework, able to treat more complex situations (we will deepen this point in the conclusions).

We have introduced all the ingredients we need to describe the QNMC process, that, similarly to the classical case, consists in the following steps:

- constructing the quantum training and test sets \( S_{tr}^q, S_{ts}^q \) by applying the encoding introduced in Definition 1 to each pattern of the classical training and test sets \( S_{tr}, S_{ts} \);
- calculating the quantum centroids \( \rho_l \ (\forall l \in \{1, \ldots, L\}) \), by using the quantum training set \( S_{tr}^q \), according to Definition 2;
- classifying an arbitrary density pattern \( \rho_q \in S_{ts}^q \) accordingly with the following minimization problem:

\[
\arg\min_{l=1, \ldots, L} d_T(\rho_q, \rho_l),
\]

where \( d_T \) is the trace distance introduced in Definition 3.

5. Experimental results

This section is devoted to show a comparison between the NMC and the QNMC performances in terms of the statistical coefficients introduced in Section 2. We use both classifiers to analyze twenty-seven datasets, divided into two categories: artificial datasets (Gaussian (I), Gaussian (II), Gaussian (III), Moon, Banana) and the remaining ones which are real-world datasets, extracted both from the UCI and KEEL repositories^5. Further, among them we can find also imbalanced datasets, whose main characteristic is that the number of patterns belonging to one class is significantly lower than those belonging to the other classes. Let us note that, in real situations, we usually deal with data whose distribution is unknown, then the most interesting case is the one in which we use real-world datasets.

---

datasets. However, the use of artificial datasets following known distribution, and in particular Gaussian distributions with specific parameters, can help to catch precious information.

5.1. Comparison between QNMC and NMC

In Table 1 we summarize the characteristics of the datasets involved in our experiments. In particular, for each dataset we list the total number of patterns, the number of patterns belonging to each class and the number of features. Let us note that, although we mostly confine our investigation to two-class datasets, our model can be easily extended to multi-class problems (as we show for the three-class datasets Balance, Gaussian (III), Hayes-Roth, Iris).

In order to make our results statistically significant, we apply the standard procedure which consists in randomly splitting each dataset into two parts, the training set (representing the 80% of the original dataset) and the test set (representing the 20% of the original dataset). Finally, we perform ten experiments for each dataset, where the splitting is every time randomly taken.

Table 1. Characteristics of the datasets used in our experiments. The number of patterns in each class is shown between brackets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Class Size</th>
<th>Features ($d$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appendicitis</td>
<td>106 (85+21)</td>
<td>7</td>
</tr>
<tr>
<td>Balance</td>
<td>625 (49+288+288)</td>
<td>4</td>
</tr>
<tr>
<td>Banana</td>
<td>5300 (2376+2924)</td>
<td>2</td>
</tr>
<tr>
<td>Bands</td>
<td>365 (135+230)</td>
<td>19</td>
</tr>
<tr>
<td>Breast Cancer (I)</td>
<td>683 (444+239)</td>
<td>10</td>
</tr>
<tr>
<td>Breast Cancer (II)</td>
<td>699 (458+241)</td>
<td>9</td>
</tr>
<tr>
<td>Bupa</td>
<td>345 (145+200)</td>
<td>6</td>
</tr>
<tr>
<td>Chess</td>
<td>3196 (1669+1527)</td>
<td>36</td>
</tr>
<tr>
<td>Gaussian (II)</td>
<td>1000 (100+900)</td>
<td>8</td>
</tr>
<tr>
<td>Gaussian (III)</td>
<td>2050 (50+500+1500)</td>
<td>8</td>
</tr>
<tr>
<td>Hayes-Roth</td>
<td>132 (51+51+30)</td>
<td>5</td>
</tr>
<tr>
<td>Ilpd</td>
<td>583 (416+167)</td>
<td>9</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351 (225+126)</td>
<td>34</td>
</tr>
<tr>
<td>Iris</td>
<td>150 (50+50+50)</td>
<td>4</td>
</tr>
<tr>
<td>Iris0</td>
<td>150 (100+50)</td>
<td>4</td>
</tr>
<tr>
<td>Liver</td>
<td>578 (413+165)</td>
<td>10</td>
</tr>
<tr>
<td>Monk</td>
<td>432 (204+228)</td>
<td>6</td>
</tr>
<tr>
<td>Moon</td>
<td>200 (100+100)</td>
<td>2</td>
</tr>
<tr>
<td>Mutagenesis-Bond</td>
<td>3995 (1040+2955)</td>
<td>17</td>
</tr>
<tr>
<td>Page</td>
<td>5472 (4913+559)</td>
<td>10</td>
</tr>
<tr>
<td>Pima</td>
<td>768 (500+268)</td>
<td>8</td>
</tr>
<tr>
<td>Ring</td>
<td>7400 (3664+3736)</td>
<td>20</td>
</tr>
<tr>
<td>Segment</td>
<td>2308 (1979+329)</td>
<td>19</td>
</tr>
<tr>
<td>Thyroid (I)</td>
<td>215 (180+35)</td>
<td>5</td>
</tr>
<tr>
<td>Thyroid (II)</td>
<td>215 (35+180)</td>
<td>5</td>
</tr>
<tr>
<td>TicTac</td>
<td>958 (626+332)</td>
<td>9</td>
</tr>
</tbody>
</table>

In Table 2, we report the QNMC and NMC performance for each dataset, evaluated in terms of mean value and standard deviation (computed on ten runs) of the statistical coefficients, discussed in the previous section. For the sake of simplicity, we omit the values of FPR and FNR because they can be easily obtained by TPR and TNR values (i.e. $FPR = 1 - TNR$, $FNR = 1 - TPR$).

We observe, by comparing QNMC and NMC performances (see Table 2), that the first provides a significant improvement with respect to the standard NMC in terms of all the statistical parameters we have considered. In several cases, the difference between the classification error for both classifiers is very high, up to 22% (see Mutagenesis-Bond). Further, the new encoding, for two-feature datasets, provides better performance than the one considered in [34] (where the QNMC error with related
standard deviation was $0.174 \pm 0.047$ for Moon and $0.419 \pm 0.015$ for Banana) and it generally exhibits a quite similar performance with respect to the one in [33] for multi-dimension datasets or a classification improvement of about 5%, generally.

The artificial Gaussian datasets may deserve a brief comment. Let us discuss the way in which the three Gaussian datasets have been created. Gaussian (I) [35] is a perfectly balanced dataset (i.e. both classes have the same number of patterns), patterns have the same dispersion in both classes, and only some features are correlated [42]. Gaussian (II) is an unbalanced dataset (i.e. classes have a very different number of patterns), patterns do not exhibit the same dispersion in both classes and features are not correlated. Gaussian (III) is composed of three classes and it is an unbalanced dataset with different pattern dispersion in all the classes, where all the features are correlated.

For these Gaussian datasets, the NMC is not the best classifier [7] because of the particular characteristics of the class dispersion. Indeed, the NMC does not take into account data dispersion. Conversely, by looking at Table 2, the improvements of the QNMC seem to exhibit some kind of sensitivity of the classifier with respect to the data dispersion. A detailed description of this problem will be addressed in a future work.

Further, we can note that the QNMC performance is better also for imbalanced datasets (the most significant cases are Balance, Ipdp, Segment, Page, Gaussian (III)), which are usually difficult to deal with standard classification models. At this purpose, we can note that the QNMC exhibits a classification error much lower than the NMC, up to a difference of about 12%. Another interesting and surprising result concerns the Iris0 dataset, which represents the imbalanced version of the Iris dataset: as we can observe looking at Table 2, our quantum classifier is able to perfectly classify all the test set patterns, conversely to the NMC.

As a remark, it is important to remind that, even if it is possible to establish whether a classifier is “good” or “bad” for a given dataset by the evaluation of some a priori data characteristics, generally it is not possible to establish an absolute superiority of a given classifier for any dataset, according to the well known No Free Lunch Theorem [7]. Anyway, the QNMC seems to be particularly convenient when the data distribution is difficult to treat with the standard NMC.

5.2. Non-invariance under rescaling

The final experimental results that we present in this paper regard a significant difference between NMC and QNMC. Let us suppose that all the components of the feature vectors $\overrightarrow{x}_n$ ($\forall n = 1, \ldots, N'$) belonging to the original dataset $S$ are multiplied by the same parameter $\gamma \in \mathbb{R}$, i.e. $\overrightarrow{x}_n \mapsto \gamma \overrightarrow{x}_n$. Then, the whole dataset is subjected to an increasing dispersion (for $|\gamma| > 1$) or a decreasing dispersion (for $|\gamma| < 1$) and the classical centroids change according to $\overrightarrow{\mu}_l \mapsto \gamma \overrightarrow{\mu}_l$ ($\forall l = 1, \ldots, L$). Consequently, the classification problem for each pattern of the rescaled test set can be written as

$$\arg\min_{l=1,\ldots,L} d_E(\gamma \overrightarrow{x}_n, \gamma \overrightarrow{\mu}_l) = \gamma \arg\min_{l=1,\ldots,L} d_E(\overrightarrow{x}_n, \overrightarrow{\mu}_l), \quad \forall n = N + 1, \ldots, N'.$$

For any value of the parameter $\gamma$ it can be proved [33] that, while the NMC is invariant under rescaling, for the QNMC this invariance fails. Interestingly enough, it is possible to consider the failure of the invariance under rescaling as a resource for the classification problem. In other words, by a suitable choice of the rescaling factor is possible, in principle, to get a decreasing of the classification error. At this purpose, we have studied the variation of the QNMC performance (in particular of the classification error) in terms of the free parameter $\gamma$ and in Fig. 1 the results for the datasets Appendicitis, Monk and Moon are shown. In the figure, each point represents the mean value (with corresponding standard deviation represented by the vertical bar) over ten runs of the experiments. Finally, we have considered, as an example, three different ranges of the rescaling parameter $\gamma$ for each dataset. We can observe that the resulting classification performance strongly depends on the $\gamma$ range. Indeed, in all the three cases we consider, we obtain completely different classification results based on different choices of the $\gamma$ values. As we can see, in some situations we observe an improvement of the QNMC...
Figure 1. Comparison between NMC and QNMC performance in terms of the classification error for the datasets (a)-(c) Appendicitis, (d)-(f) Monk, (g)-(i) Moon. In all the subfigures, the simple dashed line represents the QNMC classification error without rescaling, the dashed line with points represents the NMC classification error (which does not depend on the rescaling parameter), points with related error bars (red for Appendicitis, blue for Monk and green for Moon) represent the QNMC classification error for increasing values of the parameter $\gamma$.

In conclusion, the range of the parameter $\gamma$ for which the QNMC performance improves, is generally not unique and strongly depends on the considered dataset. As a consequence, we do not generally get an improvement in the classification process for any $\gamma$ ranges. On the contrary, there exist some intervals of the parameter $\gamma$ where the QNMC classification performance is worse than the case without rescaling. Then, each dataset has specific and unique characteristics (in completely accord to the No Free Lunch Theorem) and the incidence of the non-invariance under rescaling in the decreasing of the error, in general, should be determined by empirical evidences.

6. Conclusions and future work

In this work a quantum counterpart of the well known Nearest Mean Classifier has been proposed. We have introduced a quantum minimum distance classifier, called Quantum Nearest Mean Classifier,
obtained by defining a suitable encoding of real patterns, i.e. density patterns, and by recovering the trace distance between density operators.

A new encoding of real patterns into a quantum objects have been proposed, suggested by recent debates on quantum machine learning according to which, in order to avoid a loss of information caused by encoding a real vector into a quantum state, we need to normalize the vector maintaining some information about its norm. Secondly, we have defined the quantum centroid, i.e. the pattern chosen as the prototype of each class, which is not invariant under uniform rescaling of the original dataset (unlike the NMC) and seems to exhibit a kind of sensitivity to the data dispersion.

In the experiments, both classifiers have been compared in terms of significant statistical coefficients. In particular, we have considered twenty-seven different datasets having different nature (real-world and artificial). Further, the non-invariance under rescaling of the QNMC has suggested to study the variation of the classification error in terms of a free parameter $\gamma$, whose variation produces a modification of the data dispersion and, consequently, of the classifier performance. In particular we have showed as, in the most of cases, the QNMC exhibits a significant decreasing of the classification error (and of the other statistical coefficients) with respect to the NMC and, for some cases, the non-invariance under rescaling can provide a positive incidence in the classification process.

Let us remark that, even if there is not an absolute superiority of QNMC with respect to the NMC, the method we have introduced allows to get some relevant improvements of the classification when we have an a priori knowledge about the distribution of the dataset we have to deal with.

In light of such considerations, further developments of the present work will be focused on:
i) finding out the encoding (from real vectors to density operators) that guarantees the optimal improvement (at least for a finite class of datasets) in terms of the classification process accuracy; ii) obtain a general method to find the suitable rescaling parameter range we can apply to a given dataset in order to get a further improvement of the accuracy; iii) understanding for which kind of distribution the QNMC performs better than the NMC. Further, as discussed in Section 4, in some situations the standard NMC is not very useful as classification model, especially when the dataset distribution is quite complex to deal with. In pattern recognition, in order to address such problems, other kinds of classification techniques are used instead of the NMC, for instance the well known Linear Discriminant Analysis (LDA) or Quadratic Discriminant Analysis (QDA) classifiers, where different distances between patterns are considered, taking into account more precisely the data distribution [7]. At this purpose, an interesting development of the present work could regard the comparison between the LDA or QDA models and the QNMC based on the computation of more suitable and convenient distances between density patterns [36].
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Table 2. Comparison between QNMC and NMC performances.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>E</th>
<th>QNMC</th>
<th>NMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPR</td>
<td>TNR</td>
<td>P</td>
</tr>
<tr>
<td>Appendicitis</td>
<td>0.124 ± 0.058</td>
<td>0.876 ± 0.058</td>
<td>0.708 ± 0.219</td>
</tr>
<tr>
<td>Balance</td>
<td>0.148 ± 0.018</td>
<td>0.852 ± 0.018</td>
<td>0.915 ± 0.014</td>
</tr>
<tr>
<td>Banana</td>
<td>0.316 ± 0.017</td>
<td>0.684 ± 0.017</td>
<td>0.660 ± 0.017</td>
</tr>
<tr>
<td>Bands</td>
<td>0.394 ± 0.053</td>
<td>0.606 ± 0.053</td>
<td>0.528 ± 0.071</td>
</tr>
<tr>
<td>Breast Cancer (I)</td>
<td>0.386 ± 0.038</td>
<td>0.614 ± 0.038</td>
<td>0.444 ± 0.045</td>
</tr>
<tr>
<td>Breast Cancer (II)</td>
<td>0.040 ± 0.015</td>
<td>0.946 ± 0.023</td>
<td>0.986 ± 0.016</td>
</tr>
<tr>
<td>Bupa</td>
<td>0.389 ± 0.044</td>
<td>0.610 ± 0.044</td>
<td>0.641 ± 0.052</td>
</tr>
<tr>
<td>Chess</td>
<td>0.256 ± 0.017</td>
<td>0.744 ± 0.017</td>
<td>0.747 ± 0.016</td>
</tr>
<tr>
<td>Gaussian (I)</td>
<td>0.274 ± 0.051</td>
<td>0.726 ± 0.051</td>
<td>0.728 ± 0.049</td>
</tr>
<tr>
<td>Gaussian (II)</td>
<td>0.210 ± 0.025</td>
<td>0.790 ± 0.025</td>
<td>0.744 ± 0.061</td>
</tr>
<tr>
<td>Gaussian (III)</td>
<td>0.401 ± 0.036</td>
<td>0.599 ± 0.036</td>
<td>0.558 ± 0.026</td>
</tr>
<tr>
<td>Hayes-Roth</td>
<td>0.413 ± 0.039</td>
<td>0.588 ± 0.039</td>
<td>0.780 ± 0.025</td>
</tr>
<tr>
<td>Ilpd</td>
<td>0.351 ± 0.037</td>
<td>0.649 ± 0.037</td>
<td>0.705 ± 0.056</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>0.165 ± 0.049</td>
<td>0.835 ± 0.049</td>
<td>0.764 ± 0.059</td>
</tr>
<tr>
<td>Iris</td>
<td>0.047 ± 0.031</td>
<td>0.953 ± 0.031</td>
<td>0.977 ± 0.014</td>
</tr>
<tr>
<td>Iris0</td>
<td>0 ± 0</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
</tr>
<tr>
<td>Liver</td>
<td>0.342 ± 0.037</td>
<td>0.607 ± 0.057</td>
<td>0.783 ± 0.059</td>
</tr>
<tr>
<td>Monk</td>
<td>0.132 ± 0.034</td>
<td>0.869 ± 0.034</td>
<td>0.885 ± 0.030</td>
</tr>
<tr>
<td>Moon</td>
<td>0.156 ± 0.042</td>
<td>0.857 ± 0.063</td>
<td>0.833 ± 0.066</td>
</tr>
<tr>
<td>Mutagenesis-Bond</td>
<td>0.266 ± 0.021</td>
<td>0.734 ± 0.021</td>
<td>0.281 ± 0.017</td>
</tr>
<tr>
<td>Page</td>
<td>0.154 ± 0.009</td>
<td>0.846 ± 0.009</td>
<td>0.471 ± 0.039</td>
</tr>
<tr>
<td>Pima</td>
<td>0.304 ± 0.030</td>
<td>0.696 ± 0.030</td>
<td>0.690 ± 0.044</td>
</tr>
<tr>
<td>Ring</td>
<td>0.098 ± 0.006</td>
<td>0.902 ± 0.006</td>
<td>0.903 ± 0.006</td>
</tr>
<tr>
<td>Segment</td>
<td>0.194 ± 0.017</td>
<td>0.807 ± 0.017</td>
<td>0.718 ± 0.045</td>
</tr>
<tr>
<td>Thyroid (I)</td>
<td>0.078 ± 0.040</td>
<td>0.922 ± 0.040</td>
<td>0.747 ± 0.148</td>
</tr>
<tr>
<td>Thyroid (II)</td>
<td>0.081 ± 0.034</td>
<td>0.919 ± 0.034</td>
<td>0.754 ± 0.122</td>
</tr>
<tr>
<td>Tic Tac</td>
<td>0.410 ± 0.032</td>
<td>0.590 ± 0.032</td>
<td>0.597 ± 0.039</td>
</tr>
</tbody>
</table>