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Abstract. In the paper, by induction and recursively, the author proves that
the generating function of multivariate logarithmic polynomials and its recipro-
cal are a Bernstein function and a completely monotonic function respectively,
establishes a Lévy-Khintchine representation for the generating function of
multivariate logarithmic polynomials, deduces an integral representation for
multivariate logarithmic polynomials, presents an integral representation for
the reciprocal of the generating function of multivariate logarithmic polyno-
mials, computes real and imaginary parts for the generating function of multi-
variate logarithmic polynomials, derives two integral formulas, and denies the
uniform convergence of a known integral representation for Bernstein func-
tions.
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1. Preliminaries and motivations

In this section, we recall some preliminaries and state motivations of this paper.
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1.1. Completely monotonic function and the Bernstein function. Recall from [9, Chapter XIII], [13, Chapter 1], and [14, Chapter IV] that an infinitely differentiable function $f$ is said to be completely monotonic on an interval $I$ if it satisfies $(-1)^k f^{(k)}(x) \geq 0$ on $I$ for all $k \geq 0$. Theorem 12b in [14] reads that a necessary and sufficient condition that $f(t)$ should be completely monotonic for $0 < t < \infty$ is that
\[
f(t) = \int_0^\infty e^{-ts} \, d\alpha(s),
\]
where $\alpha(s)$ is non-decreasing and the integral converges for $0 < s < \infty$.

Recall also from [13, p. 21, Definition 3.1] that a nonnegative function $f : (0, \infty) \to \mathbb{R}$ is a Bernstein function if its first derivative $f'$ is completely monotonic on $(0, \infty)$. Theorem 3.2 in [13] states that a function $f : (0, \infty) \to [0, \infty)$ is a Bernstein function if and only if it admits the Lévy-Khintchine representation
\[
f(x) = a + bx + \int_0^\infty (1 - e^{-xt}) \, d\mu(t),
\]
where $a = \lim_{t \to 0^+} f(t)$, $b = \lim_{t \to \infty} f(t)/t$, and $\mu$ is called the Lévy measure on $(0, \infty)$ satisfying $\int_0^\infty \min\{1, t\} \, d\mu(t) < \infty$.

1.2. Integral representations for the logarithmic function and its reciprocal. We can directly verify by definition that $\ln(1 + t)$ is a Bernstein function.

In [1, p. 230, 5.1.32] and [12, Remark 1], it is listed that
\[
\ln b^a = \int_0^\infty e^{-au} - e^{-bu} \, du.
\]
Letting $a = 1$ and $b = 1 + t$ in (1.3) leads to
\[
\ln(1 + t) = \int_0^\infty e^{-u} - e^{-1+tu} \, du = \int_0^\infty (1 - e^{-tu}) \frac{e^{-u}}{u} \, du.
\]
Comparing the integral representation (1.4), which is the Lévy-Khintchine representation of $\ln(1 + t)$, with (1.2) shows that $\ln(1 + t)$ is a Bernstein function.

In [2, Eq. (1.4)], [3, p. 2130], and [12, Lemma 1], it was proved that
\[
\frac{1}{\ln(1 + z)} = \frac{1}{z} + \int_1^\infty \frac{1}{[\ln(t - 1)]^2 + \pi^2} \frac{dt}{z + t}
\]
for $z \in \mathbb{C} \setminus (-\infty, 0]$. Then it is clear that $\frac{1}{\ln(1 + z)}$ is a completely monotonic function on $(0, \infty)$. In [12, p. 996], it was presented that
\[
\frac{1}{\ln(1 + t)} = \int_0^\infty \left[ e^{-s} \int_0^\infty \frac{s^{u-1}}{\Gamma(u)} \, ds \right] e^{-ts} \, ds,
\]
where $t > 0$ and $\Gamma(z)$ is the classical gamma function which can be defined by
\[
\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt, \quad \Re(z) > 0.
\]
Then it is easy to see that $\frac{1}{\ln(1 + t)}$ is a completely monotonic function on $(0, \infty)$. Comparing (1.5) with (1.1) reveals that $\frac{1}{\ln(1 + t)}$ is completely monotonic on $(0, \infty)$. This can also follow from the fact that $\ln(1 + t)$ is a Bernstein function and the fact.
in \[1\] pp. 161–162, Theorem 3 and \[13\] p. 64, Proposition 5.25] that the reciprocal of a Bernstein function is completely monotonic on \((0, \infty)\), but not conversely.

Proposition 3.6 in \[13\] p. 25] states that every Bernstein function \(f\) has an extension \(\hat{f} : \mathbb{H} = \{ z \in \mathbb{C} : \Re(z) \geq 0 \} \to \mathbb{H}\) which is continuous for \(\Re(z) \geq 0\) and holomorphic for \(\Re(z) > 0\), satisfies \(\hat{f}(z) = f(\bar{z})\) for all \(z \in \mathbb{H}\), and has the representation

\[
f(z) = a + b z + \frac{2}{\pi} \int_0^\infty \frac{z}{s^2 + z^2} \Re(f(si)) \, ds, \quad \Re(z) \geq 0,
\]

where \(i = \sqrt{-1}\) is the imaginary unit, \(a = \lim_{t \to 0^+} f(t)\), and \(b = \lim_{t \to \infty} \frac{f(t)}{t}\).

Theorem 3.1 in \[5, 6, 7\] reads that, if \(\phi\) is a Bernstein function, then

\[
\phi(x) = bx + \frac{2}{\pi} \int_0^\infty \frac{x}{s^2 + u^2} \Re(\phi(ui)) \, du.
\]

By virtue of \[16\] and \[17\], we see that the complex function \(\ln(1 + z)\) for \(z \in \mathbb{C} \setminus (-\infty, -1]\) has the integral representation

\[
\ln(1 + z) = \frac{z}{\pi} \int_0^\infty \frac{\ln(1 + s^2)}{s^2 + z^2} \, ds, \quad \Re(z) \geq 0;
\]

The formula \[18\] can also be derived from taking \(a = b = g = 1\) and \(c = z\) in

\[
\int_0^\infty \ln(a^2 + b^2 x^2) \frac{dx}{c^2 + g^2 x^2} = \frac{\pi}{cg} \ln \frac{ag + bc}{g}, \quad a, b, c, g > 0
\]

listed in \[8\] p. 564, Item 7].

1.3. **Multivariate logarithmic polynomials.** In \[10\], the notion “multivariate logarithmic polynomials” was introduced.

**Definition 1.1** ([10] Definition 1.1]). For \(x_k \in \mathbb{R}\) and \(1 \leq k \leq m\), denote \(x_m = (x_1, x_2, \ldots, x_m)\). Let \(h(t) = \ln(1 + t)\) for \(t > -1\). Define \(H(t; x_m)\) and \(L_{m, n}(x_m)\) by

\[
H(t; x_m) = h(x_1 h(x_2 h(\cdots h(x_{m-1} h(x_m h(t)) \cdots))) = \sum_{n=1}^\infty L_{m, n}(x_m) \frac{t^n}{n!}.
\]

We call \(L_{m, n}(x_m)\) higher order logarithmic polynomials, logarithmic polynomials of order \(m\), \(m\)-variate logarithmic polynomials, multivariate logarithmic polynomials, logarithmic polynomials of \(m\) variables \(x_1, x_2, \ldots, x_m\), multi-order logarithmic polynomials alternatively. When \(x_1 = x_2 = \cdots = x_{m-1} = x_m = 1\), we denote \(L_{m, n}(1, \ldots, 1)\) by \(L_{m, n}\) and call them higher logarithmic numbers, logarithmic numbers of order \(m\), and multi-order logarithmic numbers alternatively.

In the paper \[10\], the author established an explicit formula, an identity, and two recurrence relations for multivariate logarithmic polynomials \(L_{m, n}(x_m)\) by virtue of the Faà di Bruno formula and two identities of the Bell polynomials of the second kind in terms of the Stirling numbers of the first and second kinds and constructed some determinantal inequalities, product inequalities, logarithmic convexity for multivariate logarithmic polynomials \(L_{m, n}(x_m)\) by virtue of some properties of completely monotonic functions.

Naturally we pose a question: does the generating function \(H(t; x_m)\) have similar properties to the above ones for \(\ln(1 + t)\) and its reciprocal? can these properties for
$H(t; x_m)$ be applied to derive corresponding properties of multivariate logarithmic polynomials $L_{m,n}(x_m)$?

2. INTEGRAL REPRESENTATIONS FOR MULTIVARIATE LOGARITHMIC POLYNOMIALS

In this section, when $x_1, x_2, \ldots, x_m > 0$ and $m \in \mathbb{N}$, by induction and recursively, we prove that the generating function $H(t; x_m)$ and its reciprocal $\frac{1}{H(t; x_m)}$ are a Bernstein function and a completely monotonic function on $(0, \infty)$ respectively, establish a Lévy-Khintchine representation for $H(t; x_m)$, deduce an integral representation for multivariate logarithmic polynomials $L_{m,n}(x_m)$, present an integral representation for $\frac{1}{H(t; x_m)}$, compute real and imaginary parts $\Re[H(t; x_m)]$ and $\Im[H(t; x_m)]$, derive two integral formulas, and deny the uniform convergence of the integral representations (1.6) and (1.7).

**Theorem 2.1.** For $x_1, x_2, \ldots, x_m > 0$, the generating function $H(t; x_m)$ is a Bernstein function and has the Lévy-Khintchine representation

$$H(t; x_m) = \int_0^\infty (1 - e^{-s t}) \int_0^\infty \cdots \int_0^\infty Q(s_m; x_m) \, d s_0 \cdots d s_{m-1} \, d s_m, \quad (2.1)$$

where

$$Q(s_m; x_m) = \left[ \prod_{k=1}^m \frac{s_k x_k}{\Gamma(s_k + 1)} \right] \left[ \prod_{\ell=0}^{m-1} s_\ell \right] \quad (2.2)$$

for $s_m = (s_0, s_1, \ldots, s_m)$. Consequently, the multivariate logarithmic polynomials $L_{m,n}(x_m)$ for $m, n \in \mathbb{N}$ can be represented by the integral

$$L_{m,n}(x_m) = (-1)^{n-1} \int_0^\infty \cdots \int_0^\infty s_m^n Q(s_m; x_m) \, d s_0 \cdots d s_m. \quad (2.3)$$

**Proof.** Item (iii) in [13, p. 28, Corollary 3.8] reads that the composition of two Bernstein functions is still a Bernstein function. Hence, it is immediate that the generating function $H(t; x_m)$ is a Bernstein function.

By virtue of (1.4), we have

$$H(t; x_1) = \int_0^\infty \left[ 1 - e^{-u x_1 \ln(1+t)} \right] \frac{e^{-u}}{u} \, d u$$

$$= \int_0^\infty \left[ 1 - \frac{1}{(1+t) u x_1} \right] \frac{e^{-u}}{u} \, d u$$

$$= \int_0^\infty \left[ 1 - \frac{1}{\Gamma(u x_1)} \right] \int_0^\infty v^{u x_1 - 1} e^{-v(1+t)} \, d v \frac{e^{-u}}{u} \, d u$$

$$= \int_0^\infty \frac{1}{\Gamma(u x_1)} \int_0^\infty v^{u x_1 - 1} e^{-v(1 - e^{-vt})} \, d v \frac{e^{-u}}{u} \, d u$$

$$= \int_0^\infty \frac{1}{\Gamma(u x_1)} \int_0^\infty e^{-(u+vt)} \frac{v^{u x_1 - 1}}{\Gamma(u x_1)} \, d u \, d v,$$

Furthermore, it follows that

$$H(t; x_2) = \int_0^\infty \left[ 1 - e^{-v x_2 \ln(1+t)} \right] \left[ \int_0^\infty e^{-u} \frac{v^{u x_1 - 1}}{\Gamma(u x_1)} \, d u \right] e^{-v} \, d v$$

$$= \int_0^\infty \left[ 1 - \frac{1}{(1+t) v x_2} \right] \left[ \int_0^\infty e^{-u} \frac{v^{u x_1 - 1}}{\Gamma(u x_1)} \, d u \right] e^{-v} \, d v$$
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\[ H(t; x_m) = \int_0^\infty \cdots \int_0^\infty \exp\left(-\sum_{\ell=0}^{m-1} s_{m-1}\right) \times \prod_{k=1}^m \frac{s_{k-1} x_{k-1}}{\Gamma(s_{k-1} x_k)} \, ds_0 \cdots ds_{m-1} \, ds_m \]

which can be rearranged as (2.1) and again confirm that the generating function \( H(t; x_m) \) is a Bernstein function.

Considering (1.9) in Definition 1.1, differentiating on both sides of (2.1) with respect to \( t \), and taking the limit \( t \to 0^+ \) derive (2.3) readily. The proof of Theorem 2.1 is complete.

**Theorem 2.2.** For \( x_1, x_2, \ldots, x_m > 0 \), the function \( \frac{1}{H(t; x_m)} \) is completely monotonic with respect to \( t \in (0, \infty) \) and has the integral representation

\[ \frac{1}{H(t; x_m)} = \int_0^\infty \left[ \int_0^\infty \cdots \int_0^\infty Q(s_{m+1}; x_m) \, ds_0 \cdots ds_m \right] e^{-s_{m+1} t} \, ds_{m+1}, \quad (2.4) \]

where

\[ Q(s_{m+1}; x_m) = \prod_{k=0}^{m} \frac{s_{k} x_{k}}{\Gamma(s_{k} x_k)} \prod_{\ell=0}^{m} e^{-s_{\ell}} s_{\ell} \]

for \( s_{m+1} = (s_0, s_1, \ldots, s_{m+1}) \) and \( x_0 = 1 \).

**Proof.** Theorem 3.7 in [13, p. 27] states that \( f \) is a Bernstein function if and only if \( g \circ f \) is completely monotonic for every completely monotonic function \( g \). Therefore, by induction, for \( x_1, \ldots, x_m > 0 \), the function \( \frac{1}{H(t; x_m)} \) is completely monotonic with respect to \( t \in (0, \infty) \).

On the other hand, making use of (1.5), we obtain

\[
\frac{1}{H(t; x_1)} = \int_0^\infty \int_0^\infty \int_0^\infty s^{u-1} \frac{u}{\Gamma(u)} e^{-s x_1 u (1+t)} \, ds \, du \, dv \\
= \int_0^\infty \int_0^\infty \int_0^\infty s^{u-1} \frac{u}{\Gamma(u)} \left(1 + t\right)^{x_1 s} \, ds \, du \, dv \\
= \int_0^\infty \int_0^\infty \int_0^\infty s^{u-1} \frac{u}{\Gamma(u)} \left(1 + t\right)^{x_1 s} \, ds \, du \, dv \\
= \int_0^\infty \int_0^\infty \int_0^\infty s^{u-1} q s x_1 -1 \, ds \, du \, dv \\
= \int_0^\infty \int_0^\infty \int_0^\infty s^{u-1} q s x_1 -1 \, ds \, du \, dv. \\
\]

Furthermore, it follows that
\[
\frac{1}{H(t; x_2)} = \int_0^\infty \left[ \int_0^\infty \int_0^\infty \frac{s^{u-1} v^{sx_1-1}}{\Gamma(u) \Gamma(sx_1)} e^{-(s+v)} \, d\, u \, d\, s \right] e^{-v x_2 \ln(1+t)} \, d\, v
\]

\[
= \int_0^\infty \left[ \int_0^\infty \int_0^\infty \frac{s^{u-1} v^{sx_1-1}}{\Gamma(u) \Gamma(sx_1)} e^{-(s+v)} \, d\, u \, d\, s \right] \frac{1}{(1+t)^{x_2}} \, d\, v
\]

\[
= \int_0^\infty \left[ \int_0^\infty \int_0^\infty \frac{s^{u-1} v^{sx_1-1}}{\Gamma(u) \Gamma(sx_1)} e^{-(s+v)} \, d\, u \, d\, s \right] \frac{1}{\Gamma(vx_2)} \int_0^\infty w^{vx_2-1} e^{-w(1+t)} \, d\, w \, d\, v
\]

and, by induction, that

\[
\frac{1}{H(t; x_m)} = \int_0^\infty \left[ \int_0^\infty \cdots \int_0^\infty \prod_{k=0}^{m-2} \frac{s_{k-1}^{x_k-1}}{\Gamma(s_{k-1} x_k)} \right] \exp \left( -\sum_{\ell=0}^{m} s_{\ell} \right) \, d\, s_{-1} \, d\, s_0 \cdots \, d\, s_{m-1} \right] e^{-s_m t} \, d\, s_m
\]

which can be rewritten as (2.4) and confirm the complete monotonicity of \(\frac{1}{H(t; x_m)}\) again. The proof of Theorem 2.2 is complete.

**Remark 2.1.** A straightforward computation gives

\[
\Re[H(s; x)] = \frac{1}{2} \ln \left[ \left( 1 + \frac{1}{2} x \ln(1 + s^2) \right)^2 + x^2 \arctan^2 s \right], \quad s, x > 0.
\]

Employing (1.6) results in

\[
H(t; x) = \ln[1 + x \ln(1+t)] = \frac{2}{\pi} \int_0^\infty \frac{t}{t^2 + s^2} \Re[H(s; x)] \, d\, s
\]

\[
= \frac{1}{\pi} \int_0^\infty \frac{t}{t^2 + s^2} \ln \left[ \left( 1 + \frac{1}{2} x \ln(1 + s^2) \right)^2 + x^2 \arctan^2 s \right] \, d\, s \quad (2.5)
\]

for \(t, x > 0\). Letting \(m = 1\) in (2.1) or basing on its proof leads to

\[
H(t; x) = \ln[1 + x \ln(1+t)] = \int_0^\infty (1 - e^{-vt}) \int_0^\infty \frac{e^{-(u+v)}}{u v} \, d\, u \, d\, v \quad (2.6)
\]

for \(t, x > 0\). Taking \(m = 1\) in (2.4) or retrospecting its proof reduces to

\[
\frac{1}{H(t; x)} = \ln[1 + x \ln(1+t)] = \int_0^\infty \int_0^\infty \frac{s_n u^{x_1}}{\Gamma(u) \Gamma(sx_1)} \frac{e^{-(s+v)}}{s v} e^{-v t} \, d\, u \, d\, s \, d\, v \quad (2.7)
\]

for \(t, x > 0\).

We observe that these three integrals between (2.5) and (2.7) are respectively single, double, and triple and that the integrand in (2.5) is elementary but the integrands in (2.6) and (2.7) are not elementary. Consequently, we naturally pose a question: can one find out general integral representations, which are single integrals and whose integrands are elementary, for the generating function \(H(t; x_m)\) and multivariate logarithmic polynomials \(L_{m,n}(x_m)\)? One way to answer this question is to explicitly and elementarily express \(\Re[H(s; x_m)]\) and to apply the formula (1.6).
Theorem 2.3. For $m \in \mathbb{N}$ and $s, x_1, \ldots, x_m > 0$, the real and imaginary parts of the complex function $H(s; x_m)$ can be recursively computed by

$$\Re[H(s; x_m)] = \frac{1}{2} \ln \left[ U_m^2(x_1, \ldots, x_m; s) + V_m^2(x_1, \ldots, x_m; s) \right]$$

and

$$\Im[H(s; x_m)] = \arctan \frac{V_m(x_1, \ldots, x_m; s)}{U_m(x_1, \ldots, x_m; s)},$$

where $U_m(x_1, \ldots, x_m; s)$ and $V_m(x_1, \ldots, x_m; s)$ satisfy the recurrence relations

$$U_1(x_1; s) = 1 + \frac{1}{2} x_1 \ln(s^2 + 1), \quad V_1(x_1; s) = x_1 \arctan s,$$

and, when $m \geq 2$,

$$U_m(x_1, \ldots, x_m; s) = 1 + \frac{1}{2} x_1 \ln \left[ U_{m-1}^2(x_2, \ldots, x_m; s) + V_{m-1}^2(x_2, \ldots, x_m; s) \right],$$

$$V_m(x_1, \ldots, x_m; s) = x_1 \arctan \frac{V_{m-1}(x_2, \ldots, x_m; s)}{U_{m-1}(x_2, \ldots, x_m; s)}.$$ 

Proof. By standard and careful calculation, we find

$$\Re[H(s; x_1)] = \frac{1}{2} \ln \left[ \left( 1 + \frac{1}{2} x_1 \ln(s^2 + 1) \right)^2 + (x_1 \arctan s)^2 \right]$$

$$= \frac{1}{2} \ln \left[ U_1^2(x_1; s) + V_1^2(x_1; s) \right],$$

$$\Im[H(s; x_1)] = \arctan \frac{x_1 \arctan s}{1 + \frac{1}{2} x_1 \ln(s^2 + 1)},$$

$$= \arctan \frac{V_1(x_1; s)}{U_1(x_1; s)},$$

$$\Re[H(s; x_2)] = \frac{1}{2} \ln \left[ \left( 1 + \frac{1}{2} x_2 \arctan s \right)^2 + (x_2 \arctan s)^2 \right]$$

$$+ \left[ x_1 \arctan \frac{x_2 \arctan s}{1 + \frac{1}{2} x_2 \ln(s^2 + 1)} \right]^2,$$

$$= \frac{1}{2} \ln \left[ U_2^2(x_1, x_2; s) + V_2^2(x_1, x_2; s) \right],$$

$$\Im[H(s; x_2)] = \arctan \frac{x_1 \arctan \frac{x_2 \arctan s}{1 + \frac{1}{2} x_2 \ln(s^2 + 1)}}{1 + \frac{1}{2} \ln \left[ (1 + \frac{1}{2} x_2 \ln(s^2 + 1))^2 + (x_2 \arctan s)^2 \right]},$$

$$= \arctan \frac{V_2(x_1, x_2; s)}{U_2(x_1, x_2; s)},$$

and

$$\Re[H(s; x_3)] = \frac{1}{2} \ln \left[ \left( 1 + \frac{1}{2} x_1 \ln \left( 1 + \frac{1}{2} x_2 \ln(s^2 + 1) \right) \right)^2 + \left( x_3 \arctan s \right)^2 \right]$$

$$+ \left( x_3 \arctan s \right)^2 + \left( x_2 \arctan \frac{x_3 \arctan s}{1 + \frac{1}{2} x_3 \ln(s^2 + 1)} \right)^2.$$
These imply that

\[\text{This means that} \]

\[\text{where } U_1(x_1; s) \text{ and } V_1(x_1; s) \text{ are defined by (2.10) and} \]

\[U_2(x_1, x_2; s) = 1 + \frac{1}{2} x_1 \ln \left[U_1^2(x_2; s) + V_1^2(x_2; s)\right], \]

\[V_2(x_1, x_2; s) = x_1 \arctan \frac{U_1(x_2; s)}{V_1(x_2; s)}, \]

\[U_3(x_1, x_2, x_3; s) = 1 + \frac{1}{2} x_1 \ln \left[U_2^2(x_2, x_3; s) + V_2^2(x_2, x_3; s)\right], \]

\[V_3(x_1, x_2, x_3; s) = x_1 \arctan \frac{V_2(x_2, x_3; s)}{U_2(x_2, x_3; s)}. \]

Assume that the recurrence relations (2.11) and (2.12) are valid for some \(m \geq 3\). This means that

\[\Re[H(s; x_m)] = \frac{1}{2} \ln \left[U_m^2(x_1, \ldots, x_m; s) + V_m^2(x_1, \ldots, x_m; s)\right] \]

and

\[\Im[H(s; x_m)] = \arctan \frac{V_m(x_1, \ldots, x_m; s)}{U_m(x_1, \ldots, x_m; s)} \]

for \(m \geq 3\). Since

\[H(s; x_{m+1}) = \ln[1 + x_1 H(s; x_2, \ldots, x_{m+1})] \]

\[= \ln(1 + x_1 \Re[H(s; x_2, \ldots, x_{m+1})] + i x_1 \Im[H(s; x_2, \ldots, x_{m+1})]) \]

\[= \frac{1}{2} \ln \left[(1 + x_1 \Re[H(s; x_2, \ldots, x_{m+1})])^2 + (x_1 \Im[H(s; x_2, \ldots, x_{m+1})])^2\right] \]

\[+ i \arg \frac{x_1 \Im[H(s; x_2, \ldots, x_{m+1})]}{1 + x_1 \Re[H(s; x_2, \ldots, x_{m+1})]}, \]

it follows that

\[\Re[H(s; x_{m+1})] = \frac{1}{2} \ln \left[\left( x_1 \arctan \frac{V_m(x_2, \ldots, x_{m+1}; s)}{U_m(x_2, \ldots, x_{m+1}; s)} \right)^2 \right. \]

\[+ \left. \left( 1 + \frac{1}{2} x_1 \ln \left[U_m^2(x_2, \ldots, x_{m+1}; s) + V_m^2(x_2, \ldots, x_{m+1}; s)\right] \right)^2 \right]\]

and

\[\Im[H(s; x_{m+1})] = \arg \frac{x_1 \arctan \frac{V_m(x_2, \ldots, x_{m+1}; s)}{U_m(x_2, \ldots, x_{m+1}; s)}}{1 + \frac{1}{2} x_1 \ln \left[U_m^2(x_2, \ldots, x_{m+1}; s) + V_m^2(x_2, \ldots, x_{m+1}; s)\right]}. \]

These imply that

\[U_{m+1}(x_1, \ldots, x_{m+1}; s) = 1 + \frac{1}{2} x_1 \ln \left[U_m^2(x_2, \ldots, x_{m+1}; s) + V_m^2(x_2, \ldots, x_{m+1}; s)\right], \]

\[V_{m+1}(x_1, \ldots, x_{m+1}; s) = x_1 \arctan \frac{V_m(x_2, \ldots, x_{m+1}; s)}{U_m(x_2, \ldots, x_{m+1}; s)}.\]
and
\[ \Im[H(s; x_{m+1})] = \arctan \frac{V_{m+1}(x_1, \ldots, x_{m+1}; s)}{U_{m+1}(x_1, \ldots, x_{m+1}; s)}. \]

By mathematical induction, the formulas (2.8) and (2.9) and the recurrence relations (2.10) and (2.12) are valid. The proof of Theorem 2.3 is complete.

\[ \square \]

**Theorem 2.4.** For \( m \in \mathbb{N} \) and \( s, x_1, \ldots, x_m > 0 \), we have the integral formulas
\[
\int_0^\infty \left[1 - \cos(s_m s)\right] \int_0^\infty \cdots \int_0^\infty Q(s_m; x_m) \, ds_0 \cdots ds_{m-1} \, ds_m = \frac{1}{2} \ln \left[ U_m^2(x_1, \ldots, x_m; s) + V_m^2(x_1, \ldots, x_m; s) \right] \tag{2.13}
\]
and
\[
\int_0^\infty \sin(s_m s) \int_0^\infty \cdots \int_0^\infty Q(s_m; x_m) \, ds_0 \cdots ds_{m-1} \, ds_m = \arctan \frac{V_m(x_1, \ldots, x_m; s)}{U_m(x_1, \ldots, x_m; s)}, \tag{2.14}
\]

where \( Q(s_m; x_m) \), \( U_m(x_1, \ldots, x_m; s) \), and \( V_m(x_1, \ldots, x_m; s) \) are defined by (2.2), (2.10), (2.11), and (2.12) respectively.

**Proof.** By virtue of (2.1), we obtain
\[
H(s; x_m) = \int_0^\infty \left(1 - e^{-s_m si}\right) \int_0^\infty \cdots \int_0^\infty Q(s_m; x_m) \, ds_0 \cdots ds_{m-1} \, ds_m
= \int_0^\infty \left[1 - \cos(s_m s) + i \sin(s_m s)\right] \int_0^\infty \cdots \int_0^\infty Q(s_m; x_m) \, ds_0 \cdots ds_{m-1} \, ds_m
\]
which means that
\[
\Re[H(s; x_m)] = \int_0^\infty \left[1 - \cos(s_m s)\right] \int_0^\infty \cdots \int_0^\infty Q(s_m; x_m) \, ds_0 \cdots ds_{m-1} \, ds_m
\]
and
\[
\Im[H(s; x_m)] = \int_0^\infty \sin(s_m s) \int_0^\infty \cdots \int_0^\infty Q(s_m; x_m) \, ds_0 \cdots ds_{m-1} \, ds_m.
\]

Combining these with (2.8) and (2.9) yields (2.13) and (2.14) respectively. The proof of Theorem 2.4 is complete. \( \square \)

**Remark 2.2.** Taking \( m = 1 \) in (2.13) and (2.14) can derive
\[
\int_0^\infty \int_0^\infty \frac{v^{ux-1}}{\Gamma(ux + 1)} \left[1 - \cos(vs)\right] e^{-(u+v)} \, du \, dv
= \frac{1}{2x} \ln \left\{ \left[1 + \frac{1}{2} x \ln(s^2 + 1)\right]^2 + (x \arctan s)^2 \right\}
\]
and
\[
\int_0^\infty \int_0^\infty \frac{v^{ux-1}}{\Gamma(ux + 1)} \sin(vs) e^{-(u+v)} \, du \, dv = \frac{1}{x} \arctan \frac{x \arctan s}{1 + \frac{1}{2} x \ln(s^2 + 1)}
\]
for \( s, x > 0 \).
Theorem 2.5. For $\Re(z) \geq 0$ and $x_1, \ldots, x_m > 0$ with $m \in \mathbb{N}$, the integral representation
\[
H(z; x_m) = \frac{1}{\pi} \int_0^\infty \frac{z}{z^2 + s^2} \ln \left[ U_m^2(x_1, \ldots, x_m; s) + V_m^2(x_1, \ldots, x_m; s) \right] \, dz \tag{2.15}
\]
is pointwisely convergent but not uniformly convergent, where $U_m(x_1, \ldots, x_m; s)$ and $V_m(x_1, \ldots, x_m; s)$ are defined by (2.10), (2.11), and (2.12) respectively. Consequently, the integrals in (1.6) and (1.7) are pointwisely convergent but not uniformly convergent.

Proof. A simple computation gives
\[
\lim_{t \to 0} H(t; x_m) = \lim_{t \to \infty} \frac{H(t; x_m)}{t} = 0.
\]
Accordingly, when $t \geq 0$ and $x_1, \ldots, x_m > 0$, by (1.6) or (1.7), it follows that
\[
H(t; x_m) = \frac{2}{\pi} \int_0^\infty \frac{t}{t^2 + s^2} \Re[G(s; x_m)] \, ds.
\]
If the integrals in (1.6) and (1.7) are uniformly convergent, then differentiating on both sides of the above integral representation for $H(t; x_m)$ results in
\[
\frac{\partial^k H(t; x_m)}{\partial t^k} = \frac{1}{\pi} \int_0^\infty \frac{\partial^k}{\partial t^k} \left( \frac{2t}{t^2 + s^2} \right) \Re[G(s; x_m)] \, ds \tag{2.16}
\]
for $t \geq 0$ and $k \in \mathbb{N}$, where
\[
\frac{\partial^k}{\partial t^k} \left( \frac{2t}{t^2 + s^2} \right) = \frac{\partial^{k+1}}{\partial t^{k+1}} \ln \left( t^2 + s^2 \right) = \sum_{\ell=1}^{k+1} \frac{\partial^{\ell}}{\partial t^{\ell}} \ln \mu \sum_{\ell=1}^{k+1} \frac{(-1)^{\ell-1} (\ell-1)!}{\mu^\ell} B_{k+1, \ell}(t, 1, 0, \ldots, 0)
\]
\[
= \sum_{\ell=1}^{k+1} \frac{(-1)^{\ell-1} (\ell-1)!}{(t^2 + s^2)^\ell} \ell! \binom{k+1}{\ell} \binom{\ell}{k-\ell+1} (k+1) (k-\ell+1) \ell^{2\ell-k-1}
\]
\[
= \begin{cases} 
0, & \text{if } k \text{ is even} \\
(1)^{(k-1)/2} \frac{2(k!)}{s^{k+1}}, & \text{if } k \text{ is odd}
\end{cases}
\]
as $t \to 0$ for $k \in \mathbb{N}$, where $\mu = \mu(t) = t^2 + s^2$ and the formula
\[
B_{n,k}(x, 1, 0, \ldots, 0) = \binom{n-k}{k} \binom{k}{n} x^{2k-n}, \quad 0 \leq k \leq n
\]
in [11, Theorem 5.1] were used. Taking $t \to 0$ in (2.16) and making use of (1.8) in Definition 1.1 conclude
\[
\frac{\partial^k H(t; x_m)}{\partial t^k} = L_{m,k}(x_m) = \begin{cases} 
0, & \text{if } k \text{ is even} \\
(1)^{(k-1)/2} \frac{2(k!)}{\pi} \int_0^\infty \frac{\Re[G(s; x_m)]}{s^{k+1}} \, ds, & \text{if } k \text{ is odd}
\end{cases}
\]
for $k \in \mathbb{N}$. This leads to a contradiction. The proof of Theorem 2.5 is complete. \(\Box\)
Remark 2.3. Theorem 2.5 demonstrates that we can not derive an integral representation for multivariate logarithmic polynomials $L_{m,n}(x_m)$ from the integral representation (2.15).
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