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Abstract: Kelly's Criterion is well known among gamblers and investors as a method for
maximizing the returns one would expect to observe over long periods of betting or investing.
These ideas are conspicuously absent from portfolio optimization problems in the financial and
automation literature. This paper will show how Kelly's Criterion can be incorporated into
standard portfolio optimization models. The model developed here combines risk and return into a
single objective function by incorporating a risk parameter. This model is then solved for a
portfolio of 10 stocks from a major stock exchange using a differential evolution algorithm. Monte
Carlo calculations are used to verify the accuracy of the results obtained from differential
evolution. The results show that evolutionary algorithms can be successfully applied to solve a
portfolio optimization problem where returns are calculated by applying Kelly's Criterion to each
of the assets in the portfolio.
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1. Introduction

In general, portfolio optimization problems aim to determine an optimal allocation of wealth
among a pool of candidate assets or securities. Portfolio optimization was first discussed in 1952 by
Harry Markowitz in his work on modern portfolio theory (MPT) (Markowitz 1952). According to
MPT, an optimum portfolio can be arranged such that return is maximized for a specified level of risk,
or vice-versa, where risk is minimized for a specified level of return. Many current formulations of
portfolio optimization problems are linear or quadratic, depending on the definition of portfolio risk
that is used in the particular problem. The original formulation of Markowitz is known as the Mean
Variance (MV) model and treats return on a portfolio of investments using averages of changes in
market prices of the individual assets over time. The total portfolio return was shown to be a sum of
returns from individual investments, with each return weighted by the fraction of total wealth
invested in each security. Risk was defined as variance of returns and is found by taking the inner
product of the covariance matrix for the assets in the portfolio. Both risk and return parameters can be
calculated from market data. Later models for asset pricing, such as the Capital Asset Pricing Model
(CAPM) (Fama and French 2004), would continue to use covariance values among changes in
securities values to quantify risk. Other models, for example in (Bichpuriya and Soman 2016, El
Ghaoui, et. al. 2003) use value-at-risk (VaR) or conditional value-at-risk (CVaR) to model the variation
in portfolio returns; these formulations are purely linear programming problems. Under the MV
model of portfolio optimization, the problem of maximizing return (risk) for a constrained risk (return)
for a portfolio of N assets forms a linear (quadratic) objective function with a quadratic (linear)
constraint in N-2 dimensions, i.e. the sum of wealth fractions and the prescribed risk or return function
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determines the wealth fractions placed in 2 investments in terms of the remaining fractions. If neither
risk nor return are constrained, then portfolio optimization is a dual objective problem of maximizing
risk and specifying return simultaneously.

The MV approach to portfolio optimization, where returns are defined using average changes in
market prices of assets over time, over-simplifies the problem and ignores the probabilities of very
large movements in values of various securities in the portfolio during the investment horizon. A
better reflection of reality is to determine the probability distribution of price changes for each of the
assets in the portfolio and reformulate the return function in terms of these probabilities. For example,
this is done in (Yang and Liu 2016), where returns are treated as fuzzy numbers. Portfolio optimization
based on the tenets of MPT has also been has also been used in electricity generation and distribution,
where electricity demand is treated as a random variable. In (Bichpuriya and Soman 2016), probability
densities for demand and electricity generation costs are used to optimize portfolios of bilateral
forward contracts with generating companies. Both of these examples formulate the portfolio return
function in terms of expectation values and covariant risk, generating a linear (Bichpuriya and Soman
2016, El Ghaoui, et. al. 2003) or quadratic (Yang and Liu 2016) objective function problem that is
equivalent to the MV formulation. The linear return function in the MV model has been used by many
authors in the automation literature (Bichpuriya and Soman 2016, El Ghaoui, et. al. 2003, Yang and Liu
2016, Kamili and Riffi 2016, Chen, et. al. 2012, Zaheer and Pant 2016, Korczak and Roger 2000, Ma, et.
al. 2012, Chang, et. al. 2009) and is treated as something of a standard model for portfolio optimization.
However, one can show from probability theory that the optimum return on an investment (or
portfolio of investments) is not a linear function of the fraction of wealth placed in each investment.

Kelly's Criterion is well known among gamblers and can be used as a betting strategy. Kelly's
result is, in its simplest sense, a solution to an optimization problem which maximizes a geometric
mean and was originally applied to a technical problem in information theory (Kelly 1956, Kim 2008).
The Kelly Criterion has been discussed in contexts outside of gambling, for example, in engineering
economics (Kim 2008). These ideas were later embraced by gamblers and were used to maximize the
winnings one would expect to see from a large number of bets with well-defined probabilities. A
gambler that bets a critical fraction of their wealth per bet can expect to see an average rate of return
per bet that maximizes their total return over time (Thorpe 1997). While it is known that serious
practitioners of mathematical finance equate investing and gambling (Thorpe 1997), one has yet to see
the Kelly method applied to portfolio optimization in the automation literature. In its simplest form,
where the outcome of each bet was considered binary with well-defined odds and probabilities, and
successive bets are mutually independent, Kelly's result is a simple formula for the critical fraction of
wealth that will maximize a gambler's average return over a large number of bets. More complicated
outcomes do not have such simple formulae. However, one can show that Kelly's return function is
concave and has a maximum solution. Although this was originally applied to a set of discretely
distributed outcomes using the Central Limit Theorem, it can also be applied to continuously
distributed random variables in the same manner. The intention of this paper is to examine the general
case where multiple correlated outcomes are continuously distributed, and we can place fractions of
our wealth in a large number of investments. It will be shown that one can use Kelly's Criterion to
define a multidimensional nonlinear function for the rate of return from a portfolio of these
investments.

Solving this type of optimization problem requires an efficient algorithm for nonlinear objective
functions in any dimension. One such class of algorithms that is applicable to this type of problem are
meta-heuristic techniques. A subclass of these methods comprises evolutionary algorithms, which are
intended to mimic the behavior of natural systems and are based on stochastic search methods.
Various evolutionary algorithms have been applied to optimization problems in a wide range of fields
including circuit design, mechanical engineering (Storn and Price 1997), aerodynamics (Rogalsky, et.
al. 1999), traveling salesman problems, and medical imaging (Kamili and Riffi 2016, Qin, et. al. 2009).
Several meta-heuristics (swarm optimization (Kamili and Riffi 2016, Chen, et. al. 2012), simulated
annealing, differential evolution (Zaheer and Pant 2016, Korczak and Roger 2000, Ma, et. al. 2012), and
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genetic algorithms (El Ghaoui, et. al. 2003, Chang, et. al. 2009)) have been applied to solving the
portfolio optimization problem as well.

This paper will show how the return function in the portfolio optimization problem can be
reformulated using Kelly's Criterion. The results demonstrate the existence of two types of return
functions, which are termed here as the decoupled and the coupled return functions. The
reformulation of the return function requires that the function defining portfolio risk must be
reformulated as well. By following Kelly's process, the return function for a portfolio of N investments
can be shown to be a nonlinear function of the fraction of total wealth that is placed in each investment.
The result transforms the risk function from a second degree to a fourth degree polynomial objective
function in N dimensions. This paper will focus on solving the portfolio optimization problem for the
decoupled return function.

The second section will show the derivation of the nonlinear return function for a portfolio of
assets with specified distributions of changes in asset values. This is then used to calculate the average
return and the variance of returns. The third section discusses the incorporation of these results into
some well-known models for portfolio optimization. A cardinality-constrained portfolio optimization
problem which transforms the dual objective problem into a single objective problem by incorporating
a risk parameter will be presented. The parameters in this problem will be defined using a standard
model where individual asset values follow correlated geometric Brownian motion. The fourth section
will present and discuss numerical solutions obtained using differential evolution. The results from
the model with the decoupled return function will be compared to the results obtained using the
objective functions for risk and return in the MV model under the same set of constraints. The accuracy
of the results from both models is also verified using a Monte Carlo simulation. The fifth section will
present and discuss conclusions, as well as offer a guide to further research in this area. The practical
applicability of these results will also be briefly discussed.

2. The nonlinear return function

To understand the necessity of reformulating the return function in portfolio optimization
model based on mean-variance models, the original linear return function of Markowitz will first be
examined. The linear return function defines the return from a portfolio of N investments with
initial value of w, as a sum of returns from each of the investments r;, with each investment return
weighted by the fraction of the portfolio that is invested in each asset F;. Returns on investments are
random variables and can be thought of as accruing over discrete time periods similar to compound
interest. The value of a portfolio of N investments after n accrual periods is an exponential function

of the number of periods, where each accrual multiplies the value of the i* investment by a factor
R; =1+ ;. If r; represents a stock, then r; = (%) — 1, where S, is the value of the stock at the time
0

of initial investment. The value of the portfolio after the nt period is

Wy = Xils FiwoR}. 1)
In the MV model, the average return rate after a single period is given by the sum of expected
values of the fractional changes in asset values as

Ravg = 2iey FE[11]. )

Markowitz's MV model, as well as others working in this area (Bichpuriya and Soman 2016, El
Ghaoui, et. al. 2003, Yang and Liu 2016, Kamili and Riffi 2016, Chen, et. al. 2012, Zaheer and Pant
2016, Korczak and Roger 2000, Ma, et. al. 2012, Chang, et. al. 2009), have formulated each of the E[r;]
values as an average over a large number of changes in asset values over discrete time periods.

These changes can occur daily, weekly, etc. In some cases, particularly in (Bichpuriya and Soman
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2016, Yang and Liu 2016) this is done by first determining a probability density function for changes
in asset values between successive points in time and then calculating the value of E[r;] directly
from this distribution. Here, no assumption has been made on the type of investments in the
portfolio; the only assumption is that each of the distribution functions for returns on individual
investments are known a priori or can be determined from market data. The same assumption
applies to the covariance matrix defining risk, which will be discussed more later.

Kelly's formulation can now be used to define the portfolio's return function in terms of the
expected value of an exponential rate constant. Here we can derive the form of this expectation value
directly from a formulation of the return function for the portfolio. If we consider the fractional
change in the value of a security between two discrete time periods to be a random variable, then the
value of the portfolio invested in the ith security after a single accrual (i.e. from period j to period
j+1)is

Wisri = Wy — fiwj; + fiw;; (1 + X)). 3)
Here, X; could be any type of investment. If, for example, X; represents a stock, then X; = (%) -
1, where S;; is the value of the it stock at period j. For a single accrual, equation (3) reduces to

Wi = Wo; — fiwo, + fiwo, (1 +X;) = wy (1 + fiX). 4)

In (3) and (4), w;; = fiw; is related to the fraction of the portfolio invested in the it asset, and the
total portfolio value at period j is given by a summation over index i. From equation (3), it is
obvious that the portfolio value depends on changes over all previous accrual periods. Therefore,
the value of the portfolio after n periods can be founds by induction using permutations on index j
in equation (4), followed by a summation over index i. Iterating index j from 0 to n and using the
Binomial Theorem, we have the following equation for the value of the portfolio in the it

investment after n periods wy, ;:
Wi = Wo,i (1 + fiX)". ©)
Using w;; = fiw; and taking summation over index i, the total portfolio value after n periods is
Wy = Xila fiwo(1 + fiX)™. (6)

This process shows that the rate of return for the entire portfolio after n periods depends

nonlinearly on the fraction of total wealth that is placed in each investment:

Ravg = ?Izlfi((l + fiX)" —1). ()

Equation (7) is the return function for the portfolio after n accrual periods. We now have a function
that treats returns as draws from a random variable, and this function can be used to calculate the
expected return and the variance in returns (i.e. portfolio risk). In equation (7) the actual fraction of
wealth that is invested in the it asset is equal to f{%.

Now that returns are defined in terms of the outcomes from a set of random variables, it is of
interest to know the expected value of the return function (7). This defines the expected return from
a large number of accruals, i.e. as n approaches infinity. Applying a logarithmic identity to the
return function for a large number of accruals allows the products in (7) to be converted to a sum.
This converts each of the (1 + f;X;) product terms in the series to an exponential function of a

summation:

A+ fX)" = exp(Z}‘zlln(l + fi‘]-Xi_j)). (8)
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Here a natural logarithm has been used, but one can use any base for the logarithm. Kelly's original
paper used a base of 2 (Kelly 1956). The subscripts have been modified to {i, j}, where j denotes the
Jjth outcome for the ith asset. To proceed further requires the Central Limit Theorem, which states that
the sum of a large number of outcomes from a random variable approaches the expected value of a
random variable multiplied by the number of outcomes. This is used to convert the summation in

the argument of the jt exponential function in (8) to the expected value
(1 +fiX)" - exp(nE[In(1 + fiX))). ©)

Equation (9) expresses the limit as the number of accruals becomes very large and is effectively an
approximation; this has been discussed previously (Samuelson 1971). This is accurate to within a
certain confidence interval that depends on the square root of the number of accruals. As long as the
number of accruals is large, and the expected value grows faster than the size of the confidence
interval, the actual return approaches the expected return in equation (9) with probability 1.

Placing the result in (9) back into (7) and setting n =1 gives the average return for a single

accrual:
Rayg = Xis4 fi(exp(E[In(1 + £iX)]) — 1). (10)

This return function can be incorporated into any of the portfolio optimization models discussed in
the introduction. It is worth recalling that the actual fraction of wealth invested in the it asset is f,
while f; is the coordinate used to perform the optimization. Equation (10) will henceforth be
referred to as the decoupled return function for reasons that will soon be apparent.

It is important to note that the process used to derive the decoupled return function above could
have been applied to equation (1) immediately without splitting the portfolio into N fractions. If we
apply this process to (1), we arrive at a return function that couples the random variables and the
wealth fractions F; into a single expectation value in N dimensions. This result for the expected

value of a single return can be called the coupled return function and is given by
R. = exp(E[In(1 + XL, FiX)) — 1. (11)

In the general case, this expectation value is an N-dimensional integral with each of the F; values
appearing as parameters. If a single F; = 1, and we take zero for the remaining wealth fractions, the
coupled and decoupled equations are identical.

Both return functions require advance knowledge of the joint distribution function p(X) for the
assets in the portfolio. As equation (11) involves an N-dimensional integral that is not seperable, it is
computationally more complex and may not be analytically solvable (depending on the form of
p(X)), even in the case where the X; random variables are independent. By contrast, the decoupled
return function (10) will reduce to a marginal distribution for a single asset p(X;) as the dependence
of N—1 of the variables is eliminated via integration over the space of outcomes in N —1
dimensions. Thus the decoupled problem may be preferable both analytically and numerically. If the
time required to compute a single expectation value in the decoupled problem is T, then the time
required to compute all N expectation values is NT. The time required to compute the expectation
value in the coupled problem is T". The remainder of this paper will focus on solving the portfolio
optimization problem using the decoupled return function.

Equation (7) is a linear combination of random variables and the variance of this function
defines the portfolio risk. The variance of a linear combination of random variables can be written as

an inner product of the covariance matrix for these random variables (Fisher 1990). Specifically, let Z
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be a linear combination of random variables with covariance matrix [M], and let [a] be the column

vector defining the coefficients. The variance of Z is given by the following
Var(Z] = [a)' [M][a]. (12)

In equation (12), [a]’ is the transpose of [a]. Using (12) we can calculate the variance of a single
return (i.e. when n =1 in (7)). The random variables in the return function are 1+ f;X;, and the

coefficients are a; = f;. The entries in the covariance matrix are
Mij = COV[Xi,Xj]. (13)

We see in equation (7) that the coefficient vector is [a] = [f]. Taking the inner product of the

covariance matrix defined by equation (13) gives the risk function for the portfolio
Var[R] = XL, (f* My + 23, f2 7 M3)). (14)

From equation (14) we see that the portfolio risk function is a fourth degree polynomial in terms of
the variables f;. Applying the same operation to equation (1) returns the MV risk function with

coefficients equal to F;F;. The two risk functions are actually equivalent since F; = f2.

3. The decoupled return function in portfolio optimization

The principle results from the previous section can be incorporated into any of the standard
models for portfolio optimization. Equations (10) and (14) form a dual objective optimization
problem. However, the two results can be combined into a single objective function using a risk
parameter. In this model, the risk parameter P measures an investor's risk indifference (large P) or
risk aversion (small P) and allows a portfolio to be tailored to an individual investor's risk
preferences. In the cardinality-constrained efficient frontier (CCEF) model (Kamili and Riffi 2016),
the risk parameter takes values in the interval [0, 1]; these are the bounds that will be used in the
model that will be presented below. It should be noted that these are not the only bounds that have
been used in models based on risk parameters. The CVaR model for portfolio optimization in
(Bichpuriya and Soman 2016), for example, used bounds of [0, 3] for the risk parameter in their
single objective problem. This section will present the cardinality-constrained single objective
problem that will be used for portfolio optimization. To form the objective function for portfolio
optimization, the return and risk equations from the MV model are first combined into a single
objective problem, then a second model will be presented that combines equations (10) and (14) into
a single objective problem.

The imposition of cardinality-constraints in portfolio optimization limits the wealth fractions
invested in different assets at some specified range within the interval [0, 1]. One can specify
different limits for each asset, or the same limit can be specified for all the assets in the portfolio.
Formally, this type of constraint can be written using a pair of vectors [Kp,;,] and [Kpay]- If we form

the wealth fractions into a vector [f], the limiting constraint in the decoupled Kelly problem is

[Kiminl < [fT1f] < [Kinax]- (15)

The sum of components of the [Ky,4,] vector must be less than the total number of assets N, which
is equivalent to limiting K;;4,; < 1 for all assets.

The equations in the MV model for risk and return form the following cardinality-constrained

portfolio optimization model:
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N N N
maxPZ FE[r]—(1-P) Z FZM;; + 22 F;F;M;;
i=1 i=1 Jj>i

N (16)
subject to Z F,=1

=1

Kmin,i < Fi < Kmax,i Vi.

Here, the [M] matrix appears in equation (13), P is the risk parameter bounded in the interval
[0,1], and the optimization variables are the set of {F;}. The E[R;] terms are calculated directly from
market data. This is a similar formulation to the model in (Kamili and Riffi 2016) and uses the same
risk and return terms.

The above model is now reformulated using the decoupled return and risk functions given by
equations (10) and (14) respectively. The portfolio optimization problem incorporating Kelly's

Criterion is given by the following;:

N N N
maXPZ fi(exp(E[In(1 + £X)]) = 1) — (1 = P) Z FAMy + ZZ f2f2my

i=1 Jj>i
N 17)
subject to Zfiz =1

=1

2 .
Kmin,i < fl < Kmax,i Vi

This model will henceforth be called the decoupled Kelly model. Here, the optimization variables are
the set of {f;}, and the actual wealth fraction invested in each asset is the set of {f;*}.

The individual terms in equation (10) are known to be concave functions (Vince 2011), and
therefore the linear combination of these terms with positive coefficients is also a concave function.
Thus a solution exists that will maximize equation (10). The covariance matrix is positive-definite
and symmetric; the entries in the covariance matrix are the coefficients for the linear combination of
functions in equation (14). Each term is an even degree polynomial function and is convex. The
linear combination of these convex functions is also convex and a solution exists that will minimize
equation (14). These two functions are combined in equation (17) via linear combination, where the
—(1 — P) coefficient changes the convex risk function to a concave function. Therefore, the linear
combination of the risk and return functions in equation (17) forms a concave function, and a
solution must exist that will maximize the portfolio optimization problem in equation (17).

It has been noted in the literature that wealth fractions generated from Kelly's Criterion are only
true wealth fractions under certain conditions (Vince 2011). In the discrete case, this requires that the
probability of total loss of investment in an asset be nonzero over the entire course of the investment
horizon. If this condition is not met, the Kelly Criterion may return optimum F; values that are
greater than 1 (Kim 2008, Vince 2011). A wealth fraction value F; > 1 can be interpreted as a
"leveraging factor" (Vince 2011) rather than as a fraction of investment capital. If the asset in question
is a stock, changes in its value are continuously log-normally distributed and the probability of total
loss is vanishingly small. The probability of an asset's downward movement to zero value
approaches zero as the rate of downward movement approaches negative infinity. This issue has
been addressed for the discrete case in (Thorpe 1997, Vince 2011), and it will be shown that a similar

result holds in the continuous case.
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For an asset following geometric Brownian motion, where the fractional changes in asset values
are distributed log-normally, the expectation values in the return function in (10) involve functions
of correlated normally distributed random variables with a known joint distribution function p(X).
To derive the bounds on the wealth fractions, one can treat each of the terms in equation (10)
individually. For an individual term in (10), the expectation value E[In(1 + fX)] in N dimensions
reduces to a one-dimensional expectation involving only the marginal distribution function p(X).
Taking a derivative of the expectation value with respect to f and setting the result to zero give the

X

result E [
1+fX

] = 0. Expanding this result as a Taylor series in f gives the following condition on the

solution for f:
Tm=o(=D™MfME[X™] = 0. (18)

E[X]
E[Xx2]

Up to second order, the solution is f = A similar result is shown in the discrete case in (Kim

2008, Thorpe 1997, Vince 2011). In the case of continuously distributed changes in the value of the
asset, the optimal wealth fraction to invest in the asset is bounded in the interval (0,1) as long as
E[X?] > E[X]. As long as f is not too large this approximation is valid. If the solution to equation
(18) is greater than 1 the value of f? should be interpreted as a leveraging factor. In the models
presented above, the imposition of cardinality constraints can still limit the leveraging at some
pre-determined level for each asset in the portfolio, and the maximum leverage allowed for the
entire portfolio can be limited to some multiple of the capital available for investment.

The portfolio optimization models in (16) and (17) are solved for a portfolio of 10 stocks from
the Mumbai National Stock Exchange based on data from the period April 1, 2007 to March 31, 2008.
Data for the assets in this portfolio appears in (Zaheer and Pant 2016). The month-to-month return
data for the 10 companies can be used to calculate the parameters for the MV model and the
decoupled Kelly model, and the results from the both models will be compared. The monthly return
data in (Zaheer and Pant 2016) is used to determine average monthly returns and a sample
covariance matrix for the MV model. The data set is instructive as the original authors attempted to
solve the problem by using the MV return function as a constraint and the quadratic risk function as
the objective function for minimization. Their differential evolution algorithm only generated a
single feasible portfolio. Their remaining solutions required more than 100% of the capital be
leveraged, which violated the constraints of their problem. The results here will show that the
problem can indeed be solved using a risk parameter formulation as defined in equations (16) and
17).

For the decoupled Kelly model, one must first determine the drift and volatility parameters
using the solution to the stochastic differential equation for geometric Brownian motion for each of
the assets in the portfolio. The stochastic differential equation for the it stock is based on an Ito

process given by
ds, = S,(ndt + odW). (19)
The solution to this stochastic equation is well known (Joshi 2008) and defines a log-normal

distribution for changes in stock values over a single time period. The X; random variable as a

function of time in (17) is defined as
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: L1 .
Xyt +a0) =20 1= e(ui—gof Jacran/Bty _ 4 20)

where y is a standard normally-distributed random variable that defines the magnitude of an up or
down movement in the stock value over a specified time period, and At = 1 month.

Equation (20) can now be used to relate the drift and volatility to the average value and sample
variance of monthly returns from the market data (see table 1 in (Zaheer and Pant 2016)). Taking the
expected value and variance of (20) gives the following values for the drift and volatility of the it
stock over a single month. Let Avg[R] and Var[R] be the sample mean and sample variance
calculated from the data respectively:

w; = In(1 + Avg[R])
1 21
o; = (In(Var[R]e " + 1))z
The values for mean return, the sample covariance matrix, drift, volatility, are summarized in tables
1 and 2 below. Table 1 also shows the values of the first-to-second moment ratios for each stock

calculated directly from equation (18).

Table 1. Parameters for the portfolio optimization models in (16) and (17).

X3 X, X3 X4 Xs X6 X7 Xsg Xo X10
Avg[R] 01750 0.0995 0.3398 0.2366 0.1149 0.2799 0.2158 0.2593 0.2686 0.4405
M 0.1613 0.0949 0.2925 0.2123 0.1087 0.2468 0.1954 0.2305 0.2379 0.3650
9] 0.3516 03277 0.3804 0.2660 0.2205 0.4398 0.2750 0.2167 0.3477 0.1991
E[X
E[[Xz]] 1.5521 1.6268 1.5447 1.0347 0.8814 19151 1.0856 0.8129 1.4232 0.7285

Table 2. Sample covariance matrix from the data in (Zaheer and Pant 2016).

Xy X3 X3 Xy Xs X X5 Xg Xy X10
X, 0.1817 0.0978 0.1403 0.0962 0.0481 0.1745 0.0752 0.0574 0.1326 0.0040
X, 0.0978 0.1370 0.1246 0.0696 0.0288 0.1823 0.0924 0.0438 0.1121 0.0402
X3 0.1403 0.1246 0.2778 0.1352 0.0582 0.1756 0.0914 0.0953 0.1621 0.0703
Xy 0.0962 0.0696 0.1352 0.1121 0.0443 0.1440 0.0617 0.0572 0.1198 0.0321
X5 0.0481 0.0288 0.0582 0.0443 0.0619 0.0970 0.0338 0.0537 0.0690 -0.0141
X 0.1745 0.1823 0.1756 0.1440 0.0970 0.3495 0.1543 0.1055 0.2195 0.0291
X5 0.0752 0.0924 0.0914 0.0617 0.0338 0.1543 0.1161 0.0581 0.1160 0.0484
Xg 0.0574 0.0438 0.0953 0.0572 0.0537 0.1055 0.0581 0.0763 0.0844 0.0216
Xo 0.1326 0.1121 0.1621 0.1198 0.0690 0.2195 0.1160 0.0844 0.2068 0.0466
X10 0.0040 0.0402 0.0703 0.0321 -0.0141 0.0291 0.0484 0.0216 0.0466 0.0839

Equations (20) and (21) define a marginal distribution for changes in each of the stock values

over a single time period (in this case, over a single month). When taken together with the entries in
the covariance matrix, one can define a joint distribution function for changes in the asset values for
all 10 stocks in the portfolio. The changes in stock values are jointly normally distributed with the
coupling determined by the covariance matrix. However, as was noted previously, the expectation
value E[In(1+ f;X;)] reduces to a one-dimensional integral involving only the marginal
distribution. Thus the it expectation value in the argument of the exponential function in equations
(10) and (17) is given by

2

ENn(1 + £,.X)] = % {In (1 +f (e“i‘é"iz Yo _ 1)) e™7 dy. (22)


http://dx.doi.org/10.20944/preprints201707.0090.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 31 July 2017 d0i:10.20944/preprints201707.0090.v1

10 of 16

4. Results from differential evolution

The portfolio optimization problems in equations (16) and (17) are solved using differential
evolution. This approach is a robust stochastic searching technique that is ideally suited to solving
nonlinear problems such as those shown above. The original algorithm for differential evolution is
presented in (Storn and Price 1997). The algorithm used here was run on a PC with a 2.4 GHz
dual-core processor.

Differential evolution proceeds via three principle steps: mutation, crossover, and greedy
selection. During mutation, candidate values for the objective variables in the optimization problem
are generated from an initial population. The mutation step generates candidate solutions by
combining components from the previously acceptable solution and compares these candidates with
the constraints on the variables in the problem. The crossover step randomly selects candidates that
were generated in the mutation step into a trial solution. The greedy selection step compares the
previous acceptable solution with the trial solution. If the trial solution is favorable and satisfies the
constraints of the problem then it is accepted as the current best solution. Otherwise it is rejected.
The process repeats until particular stopping criteria have been reached, at which point the
algorithm terminates. The stopping criteria used elsewhere in the literature typically forces
termination of the algorithm after a specified number of iterations have been performed. Here, the
stopping criteria are based on the elapsed processing time. The algorithm starts a timer, and once the
timer reaches 30 seconds the algorithm terminates. If the algorithm generates an acceptable new
solution during the greedy selection step, the timer is reset to zero and the algorithm repeats itself.
The selection process in the mutation step used here was taken from Storn and Price's original
C-code in (Storn and Price 1997).

The two critical parameters that control the progress of differential evolution algorithms are the
crossover rate C and the scaling factor F. The crossover rate is equivalent to the probability that a
candidate component generated in the mutation operation crosses over to the trial solution. C =
0.75 in all the calculations performed in this study. The scaling factor scales the random
combinations generated during the mutation step and is critical to generating new candidate
solutions. A number of trial generation strategies can be found in the literature (Storn and Price 1997,
Qin, et. al. 2009), all of which use a scaling factor to amplify or diminish mutation. The original
formulation of differential evolution restricted F € [0, 2].

The algorithm used here is a variant on this original formulation (known in the literature as
DE/rand/1/bin (Storn and Price 1997)). The generation strategy in DE/rand/1/bin has been shown to
be effective in optimizing quadratic and higher even degree polynomial and other nonlinear
objective functions in many dimensions (Storn and Price 1997, Qin, et. al. 2009). Scaling factors on

the order of F ~ 0.5 were shown to be effective in solving these problems with nearly 100%
reproducibility. Here the value of F is taken to be the average of %(Kmax_i — Kpin;) forall N assets

in the portfolio. A noise term N(0,0.01) is also added to the trial solutions generated during the
mutation step, where N(0,0.01) represents a normally-distributed random variable with 0 mean
and 0.01 standard deviation. This ensures that there is always some slight perturbation to the
solutions that are generated during mutation. C-style pseudo-code for this algorithm can be found in

the Appendix.
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Optimization problems solved via differential evolution typically start with an initial solution
consisting of randomly generated initial values that fall within the feasible set of solutions (Qin, et.
al. 2009). If one examines the drift and volatility values in table 1, the drift-to-volatility and Sharpe
ratios are largest for the 10t stock. One would reasonably expect that the solver will produce
solutions that place a large fraction of investment capital in the 10* stock for any value of risk
parameter. The Sharpe ratio for this asset is ~8 (assuming risk-free interest rates are zero), while the
Sharpe ratios for the remaining stocks are all significantly smaller. Therefore, the initial wealth
fraction for each stock is set equal the drift-to-volatility ratio for each asset divided by the total of
drift-to-volatility ratios for all the stocks. This type of initialization is useful in preventing premature
convergence at a local maximum. The limits from cardinality are K,;, = 0.05 and K4, = 0.95 for
all stocks in the portfolio. These limits force at least a small fraction of wealth to be invested in each
of the assets and prevent all of the wealth from being invested in a single asset. The precision on the
equality constraint is set to +0.01 in the greedy selection step; this allows some flexibility on the
selection criteria applied to mutated solutions. Since the total wealth fractions are given by an
equality constraint, one of the wealth fractions is selected randomly to be determined by the equality

constraint after the first 9 wealth fractions are generated from mutation and crossover.

The portfolio optimization models in equations (16) and (17) were solved for various values of
the risk parameter. The solution algorithm was run 20 times in succession for each value of risk
parameter so that convergence and sensitivity of the algorithm can be evaluated. Results from the
algorithm for each model are shown in the figures below. These figures show how the return and
risk values converge over multiple runs for the MV model (figure 1) and the decoupled Kelly model
(figure 2). Tables 3 and 4 show the final portfolios generated after the 20 run for each value of risk
parameter in each of the models.
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Figure 1. (a) Return and (b) risk values for each run of the solution algorithm for the MV model at
various values of risk parameter P.

Table 3. Final portfolios generated for the MV model.

Fq F, L Fy Fs Fg Fq Fg Fqg Fqg

P=0.1 00500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.5500
P=0.3 00500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.5498
P=0.5 00500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.5499
P=0.7 00500 0.0500 0.0500 0.0501 0.0500 0.0501 0.0501 0.0500 0.0503 0.5494
P=0.9 00500 0.0500 0.0514 0.0504 0.0500 0.0539 0.0500 0.0507 0.0506 0.5430

d0i:10.20944/preprints201707.0090.v1
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Figure 2. (a) Return and (b) risk values for each run of the solution algorithm for the decoupled Kelly
model at various values of risk parameter P.

Table 4. Final portfolios generated for the decoupled Kelly model.

Fy F, F; Fy Fs Fg F; Fg Fy Fyg
P=0.1 00500 0.0500 0.0500 0.0501 0.1438 0.0500 0.0502 0.0532 0.0500 0.4339
P=0.3 0.0500 0.0500 0.0500 0.0500 0.0501 0.0500 0.0500 0.0501 0.0500 0.5498
P=0.5 0.0501 0.0500 0.0503 0.0503 0.0509 0.0500 0.0505 0.0638 0.0500 0.5341
P=0.7 0.0522 0.05617 0.0720 0.0544 0.0519 0.0698 0.0500 0.0608 0.0500 0.5039
P=0.9 00500 0.0500 0.1451 0.1045 0.0500 0.1182 0.0939 0.1096 0.1143 0.1840

The results in figure 1 show that the risk and return functions in the MV model converge to the

same values for all values of risk parameter. A typical run requires ~1000's of iterations and lasts
~100 seconds. The results in table 3 show that the solver generates the same portfolio at all values of
risk parameter. The solver generates the expected result that is clearly biased towards stock 10 due
to its large drift-to-volatility and Sharpe ratios. The Kelly model, in comparison, converges to the
same portfolio as the MV model for only 3 of the 5 values of risk parameter used in this study. The
convergence rate in the decoupled Kelly model for P=0.3 and P = 0.5 is similar to the
convergence rate in the MV model. For P = 0.7, the Kelly model eventually converges to the same
portfolio but the convergence rate is significantly slower.

For P = 0.1, the decoupled Kelly model converges to a different portfolio than the MV model at
a fast rate. The portfolio return and risk are both lower for P = 0.1, which is to be expected as risk
and return should scale in proportion. This would also be expected for low values of risk parameter,
which are meant to represent an investor's aversion to risk. When the portfolio generated from the
MYV model is used to calculate the value of the objective function in the decoupled Kelly model, the
objective function in equation (17) has a smaller value using the MV portfolio. This shows that the
decoupled Kelly model converges to a better maximum for P = 0.1, and the model is sensitive to the
risk parameter.

When the risk parameter is set to P =09, the decoupled Kelly model returns a
counter-intuitive result. Returns are lower and risk is higher. This indicates misconvergence; it is
likely that the solution algorithm gets stuck at a local maximum in the decoupled Kelly model for
P =009.

To validate the accuracy of the objective functions used in each model, the average returns were
calculated for the stocks in each portfolio from equation (20) using a Monte Carlo simulation. 10*

samples were taken for each asset. The ratio of return to risk is then calculated from the portfolio
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generated for each value of risk parameter. These results allow for a direct comparison of the ratios

predicted by the objective functions in equations (16) and (17). These results are shown in figure 3.
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Figure 3. (a) Return-to-risk ratios for the portfolios generated from differential evolution for each
model. Ratios are shown as a function of risk parameter. (b) Return-to-risk ratios generated using
Monte Carlo for the portfolios use in (a).

The pairs of curves shown in figure 3(a) and 3(b) are very similar and the calculations of return
and risk from the objective functions are consistent. The curves in each graph follow the same trend.
The Monte Carlo model also shows the anamolous very low value for risk-to-return ratio in the
decoupled Kelly model for P = 0.9. These resutls confirm the accuracy of the returns and risk

predicted under the decoupled Kelly model.

5. Discussion and conclusions

Although the algorithm can return what is known to be the optimized solution for both models
(depending on the value of risk parameter), there is a clear difference in the convergence rates. To
improve the convergence rate in the decoupled Kelly model, the mutation step in the solution
algorithm needs to be modified. A number of mutation strategies can be found in [19]. It is well
documented in the differential evolution literature that different objective functions have different
responsivity to different mutation strategies. A mutation strategy may need to be tailored
specifically to the decoupled Kelly problem for different values of risk parameter. This may also help
to prevent the mis-convergence that occurs at P = 0.9.

It has also been noted in (Thorpe 1997, Samuelson 1971) that the properties of the predictions
under Kelly's Criterion are asymptotic. This means that the observed risk and return for the portfolio
will only converge to the value predicted from the decoupled Kelly model as the number of time
periods approaches infinity. The model presented here generates results that are most appropriate
for making long term investment decisions. In reality the mean return rate is bounded in a
confidence interval, however the size of this interval decreases with increasing investment horizons.

In conclusion, the results in this paper show how Kelly's Criterion can be implemented into a
portfolio optimization model that combines risk and return into a single objective function using a
risk parameter. The two models tested in this study return the optimized portfolios for moderate
values of risk parameter, however, the returns predicted by the two portfolios are slightly different.
The solutions to these models were found using a differential evolution algorithm. The rate of

convergence of the algorithm was slower for the decoupled Kelly model than for the MV model. The
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decoupled Kelly model mis-converges for one of the values of risk parameter tested in this study.
The accuracy of the objective functions in these models was confirmed using a Monte Carlo
simulation that calculated return-to-risk ratios using the portfolios generated from the optimization
problem. The results are a proof of concept and show that the decoupled Kelly model is a valid
portfolio optimization model that can produce an optimized portfolio as well as accurate
calculations of return and risk. Further work in this area should focus on improving the solution

algorithm to more effectively and quickly reach the solution to the decoupled Kelly problem.
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Appendix A
Pseudocode for the differential evolution algorithm used in this study.
Cc €[0,1]; /[ Crossover probability
F €]0,2]; // Scale factor
P €[0,1]; // Risk parameter
m=0; /[ Integer, counts iterations
Initialize N; // Number of assets
Initialize [flo = [flinitiai; // Initial [f],, values for m =0
Initialize Ky,in, Kmaxs // Min and max values for f
timer = StartTimer(); /[ Initialize timer as external object
while (timer < 30) // Main loop
for(k = 1, k < N; k++)
while (v, > Koy Or v < Kpin) // Generate trial vectors

do pl =rand[1, N]/i}; while (p1 = k);
do p2 =rand[1, N]/i}; while (p2 = k or p2 = pl);
do p3 =rand[1, N]/{i}; while (p3 = k or p3 = p2 or p3 = pl);

Vg = fp1 t F(fpz - fp3) + N(0,0.01); // Trial solution with added noise
end while
J =rand[1, NP]/{i}; // Automatic crossover index

R =rand][0, 1];
if(R<Cor]+k)

uk = vk;
elseif (R > C and ] # k)
U = fi;

end for
if (Obj([ulm) > Obj([f1m) and [ull = 1 + 0.001)
[l = [ulms
m++;
timer = 0;
else
[l = [f I

m++

7

end while
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