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Abstract: The precise prediction of air contaminant dispersion is essential to the air quality monitoring and the emergency management of the contaminant gases leakage incidents in the chemical industry park. The conventional atmospheric dispersion models can seldom give precise prediction due to inaccurate input parameters. In order to improve the prediction accuracy of dispersion model, two data assimilation methods (i.e. one is merely based on the typical particle filter while the other is a combination of particle filter and expectation-maximization algorithm) are proposed to assimilate the UAV observations into the atmospheric dispersion model. Two emission cases are taken into consideration, the difference between which is the different dimensions of state variables. To test the performances of the proposed methods, experiments corresponding to the two emission cases are designed and implemented. The results show that the particle filter can effectively estimate the model parameters and improve the accuracy of model prediction when the dimension of state variables is low. In contrast, when the dimension of state variables becomes higher, the method of particle filter combining expectation-maximization algorithm performs better in the parameter estimation accuracy and warm-up time. Therefore, the data assimilation methods are able to effectively support the air quality monitoring and emergency management in chemical industry parks.
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1. Introduction

The air contaminant emission and contaminant gases leakage incidents in the chemical industry park are significant events with threat to public health. Therefore, understanding the dispersion of air contaminant is essential to air quality monitoring and emergency response to the gases leakage incidents. The conventional way of predicting the atmospheric dispersion relies on the atmospheric dispersion models (e.g. the Gaussian models and Lagrangian models) with some given input model parameters. However, due to the dynamic and stochastic nature of the atmospheric dispersion, it is impractical to precisely measure these model parameters especially the meteorological data (e.g. the wind field). Further, the source terms (i.e. source location and release rate) are often unknown. These inaccurate or unknown parameters result in the inaccuracy of model prediction of air contaminant concentration.

Data assimilation (DA) provides a way of estimating model parameters dynamically and improving the accuracy of model prediction. This technique combines model and observations, in which the observations are assimilated into the model to produce a time sequence of estimates of system states. With the precise model parameters, the accuracy of model prediction is consequently improved. Therefore, data assimilation has been widely used in various fields, especially in the numerical weather forecast, meteorological pre-processing, and wild fire spread [1,2] which demand...
high accuracy of prediction. Common methods of data assimilation include variational approach [3], Kalman filter [4] and its variants (e.g. extended Kalman filter [5] and Ensemble Kalman filter [6]), and particle filter [7,8]. Among these methods, particle filter is one of the most suitable approaches for highly nonlinear and non-Gaussian models. Using a series of weighted random sampling particles to approximate the posterior probability density function of system state, particle filter is able to estimate arbitrary probability densities with few assumption constraints of model. Therefore, particle filter is applied as the data assimilation method in the air contaminant dispersion in this paper. As for the air contaminant emission, we focus on two cases in the chemical plants. The one is the daily emission occurring every day, in which the source terms are known in advance because the emission is under control. The other case is the contaminant gases leakage incident, in which the release rate is hard to measure for the sake of safety. Additionally, the variation of release rate also increases the difficulty of measuring this source term. In the contaminant gases leakage incidents, with the release rate to be estimated, the accuracy of particle filter might decreases due to the higher dimension of the state vector. To deal with this problem, the particle filter is combined with expectation-maximization (EM) algorithm [9]. EM algorithm is a parameter estimation method for incomplete-data problem, which divides the estimation of complex parameters into iterations with two steps (i.e. the Expectation Step (E-step) and the Maximization Step (M-step)). Further, EM algorithm is combined with particle filter to improve the performance of parameter estimation [10] in some fields like the target tracking [11].

Data assimilation demands the support of observed data of air contaminant. In chemical industry parks, the conventional way of obtaining these observations mainly depends on the static ground monitoring station. Although the station has high accuracy of detecting, its fixed location limits the coverage of data collection especially when the station is located in the upwind of the emission source. Fortunately, the emergence of unmanned aerial vehicle (UAV) has initialed a revolution in this research. Providing the flexible mobility in space, the UAV becomes a flexible and efficient tool of data collection in the atmospheric environment monitoring. Yang and Huang [12] utilized a sensory system based on an unmanned helicopter to monitor the $\text{SO}_2$, $\text{NO}_x$, and $\text{CO}$ in a chemical industry park. The UAV has been also used in the source term estimation and boundary tracking of the atmospheric dispersion [13,14].

In this paper, the Gaussian plume model is applied to describe the air contaminant dispersion. In order to improve the accuracy of model prediction, the data assimilation based on particle filter is utilized to assimilate the observations into the atmospheric dispersion model in the two emission cases. To acquire observations efficiently in chemical industry parks, a UAV-based air contaminant sensory system is developed. In the first case, four coefficients of dispersion in Gaussian plume model are selected as the state variables to be estimated. In the second case, the release rate is added into the state variables. Further, to deal with the high dimension of state variables in the second case, the particle filter is combined with EM algorithm. The performances of particle filter and the method of particle filter combining EM algorithm are tested by two experiments. The rest of this paper is organized as follows. Section 2 introduces the atmospheric dispersion model and data assimilation methods using typical particle filter and particle filter combining EM algorithm. Section 3 illustrates the architecture and workflow of the UAV-based air contaminant sensory system. Section 4 describes the experiments. Some preliminary results are given in Section 5. Discussions and conclusions are made in the Section 6 and Section 7, respectively.

2. Model and methods

2.1. Atmospheric Dispersion Model

The modeling of air contaminant dispersion is the basis of the dispersion prediction. The Gaussian models are widely used in the atmospheric dispersion. Requiring only a few input parameters, Gaussian models are simpler compared to some complex models like the Lagrangian model. Further, the results of Gaussian models are trustworthy for near-field dispersion cases. Consequently, the Gaussian models are suitable for the modeling of air contaminant dispersion in
the data assimilation which requires fast computing of the dispersion model. In this paper, the
Gaussian plume model is applied to model the continuous release of the point source in the chemical
industry park. In this model, the air contaminant concentration of a given point \((x, y, z)\) is
expressed as follows:

\[
C(x, y, z) = \frac{q}{2\pi u \sigma_y \sigma_z} e^{-\frac{y^2}{2\sigma_y^2} - \frac{(z-H)^2}{2\sigma_z^2} + \frac{(x-x_0)^2}{2\sigma_0^2}}
\]

where \(x, y, z\) are the coordinates of downwind, crosswind and vertical directions respectively. \(H\)
and \(q\) represent the height and release rate of the source. Parameter of \(u\) is the wind velocity. In the
Gaussian plume model, the air contaminant concentration in axis \(y\) and \(z\) are considered to follow
the Gaussian distribution. Therefore, the key parameters of the model are \(\sigma_y\) and \(\sigma_z\) which
represent the standard deviations that describe the crosswind and vertical mixing of air
contaminant. The standard deviations can be described by empirical formulas:

\[
\sigma_y = ax^b \\
\sigma_z = cx^d
\]

where \(x\) represents the downwind distance. The parameters of \(a, b, c, d\) are dispersion coefficients
closely related to the environment conditions, such as atmospheric stability and terrain. Several
derivations of these dispersion coefficients exist where a popular approach is based on the Pasquill’s
atmospheric stability class [15]. The empirical formulas of \(\sigma_y\) and \(\sigma_z\) illustrate that the standard
deviations increase with the downwind distance. The Gaussian plume model can be applied to
model the continuous release of the point source in the chemical industry park. However, relying
solely on this model may fail to make accurate prediction, since these model parameters are usually
variant with the environment conditions and hard to measure precisely. For example, we can only
get their empirical values of the four dispersion coefficients, but no precise value is available. There
is no specific formula to describe the relationship between these coefficients and atmospheric ability
class. As for the wind field parameters (i.e. wind direction and velocity), they are also difficult to
precisely measure. Further, the release rate \(q\) is usually unknown during the contaminant gases
leakage incident. Without precise parameters, in conventional modeling of atmospheric dispersion,
it is common practice to bring imperfect estimations of these parameters into the model for
calculation, which brings errors to the model prediction inevitably. Thus, there is an urgent need to
dynamically estimate these parameters to improve the accuracy of model prediction.

2.2. Data Assimilation Using Particle Filter

For the modeling of air contaminant dispersion, in order to diminish the errors of input
parameters and get precise prediction, a data assimilation model based on particle filter is
developed. Particle filter, also called Sequential Monte Carlo (SMC) method, is a sample-based
method that uses Bayesian inference and stochastic sampling techniques to recursively estimate the
state of dynamic system from some given observations. The core idea of particle filter is using a
series of weighted random sampling particles to approximate the posterior probability density
function of the system state. A typical particle filter algorithm includes four steps (i.e. initialization,
importance sampling, weight update, and resample) and goes through multiple iterations. In order
to apply particle filter to the Gaussian plume model, the state space model of atmospheric dispersion
needs to be developed. Usually, a dynamic system can be described and formulated as a discrete
state space model:

\[
s_{i+1} = f(s_i, t) + \gamma(t)
\]

\[
m_i = g(s_i, t) + \omega(t)
\]
where (4) and (5) represent the system state transition model and measurement model, respectively. \( s_t \) and \( m_t \) are system state variables and measurement variables at time step \( t \) respectively. The function \( f \) describes the transition of the system states with time. The function \( g \) defines the relationship between state variables and measurement variables. The parameters of \( \gamma \) and \( \omega \) are two independent random variables representing the state noise and the measurement noise, respectively.

The state transition model is based on the state variables. Therefore, the selection of the state variables is the key of the construction of the state transition model. For Gaussian plume model, there are several choices of the state variables. One of the common practices is dividing the area of dispersion into numerous grids and choosing the concentrations by grid as the state variables. This choice describes the atmospheric dispersion directly, however, the vast region of the chemical industry park means the high dimension of the state vector, which results in high computation cost. In this paper, the dispersion coefficients \( a, b, c, d \) in (2) and (3) as well as the release rate \( q \) are selected as the state variables in the second case, while the state variables in the first case only include four dispersion coefficients. Selected as the state variables, the four dispersion coefficients play important roles in Gaussian plume model. The standard deviations \( \sigma_x \) and \( \sigma_z \), which are derived from the four dispersion coefficients, describe the crosswind and vertical mixing of air contaminant. Further, correlated closely with various environment conditions, these coefficients are hard to measure precisely. As for the release rate, it is difficult to identify for the sake of safety during the contaminant gases leakage incident. Therefore, the coefficients and release rate need dynamic update by data assimilation. Additionally, the wind field, which is hard to measure precisely, is assumed to be known for simplicity. In the following construction of the data assimilation model, only the second case is discussed because the data assimilation model in the first case is similar to that in the second case. The system state vector and state transition model can be described as follows:

\[
\begin{align*}
  s_t &= \{a_t, b_t, c_t, d_t, q_t\} \\
  s_{t+1} &= s_t + \gamma_t
\end{align*}
\]

Due to the flat variation of the meteorological condition within limited duration of a time step in this paper (i.e. 1 min), the dispersion coefficients almost stay constant during a time step. In terms of the release rate, the variation of it is not specific but also flat within a time step. Therefore, the state transition function is defined as an identically equal function. The variation of state vector is provided by \( \gamma_t \), which is considered to be a Gaussian white noise vector of which all elements follow the Gaussian distribution \( \mathcal{N}(0, \sigma^2_x) \). The measurement model describes the relationship between the state variables and observations. In this paper, the observations are air contaminant concentrations collected by the UAV at the trajectory points \( p (p = \{X, Y, Z\}) \), where \( X, Y, Z \) are coordinates vectors. Therefore, the measurement function \( g(s_t, t) \) is defined as the Gaussian plume function in (1):

\[
g(s_t, t) = C(X, Y, Z) = \frac{q}{2\pi u_d \sigma_z} e^{-\frac{y^2}{2\sigma_y^2}} e^{-\frac{(2\sigma_z z + \frac{|z-H|}{u_d})^2}{2\sigma_z^2}}
\]

where the \( \omega(t) \) is assumed to be Gaussian white noises following the distribution \( \mathcal{N}(0, \sigma^2_z) \) that describes measurement errors.

Figure 1 shows the structure of particle filter and the procedure of the data assimilation. In this figure, the rectangle boxes represent the major components in one step of the algorithm. The rounded rectangles represent the data or variables. The data assimilation runs in a stepwise fashion. At time step \( t \), the system states in time step \( t-1 \) (denoted as \( s(t-1) \) in Figure 1) are fed into the system state transition model. Then this model performs the transition function in (7) to produce a
sample for each particle in \( s(t - 1) \). The resulting system state set of the transition model is denoted as \( s(t)' \). To compute the importance weights of the particles, the concentration vector (denoted as \( C(t)' \)) corresponding to each particle is computed according to the measurement model described in (8). The locations corresponding to the concentration vectors (\( C(t)' \)) depend on the sensor deployment schema. In this paper, the sensor deployment schema is the trajectory of UAV-based sensory system which will be introduced in section 4.1. Then the importance weights of particles are calculated according to the likelihood between \( C(t)' \) and the observed concentrations \( M(t) \). After normalizing the weights of all particles, a resampling algorithm is applied to generate \( s(t) \), which is the input for the next step. To observe the performance of model prediction, the prediction concentration \( C(t) \) can be calculated from \( s(t) \) by the measurement model.

![Diagram](image)

**Figure 1.** Data assimilation based on the particle filter.

2.3. **Particle Filter Combining EM algorithm in the Second Case**

In the last section, the particle filter is applied to estimate the release rate and four dispersion coefficients in the second case. However, due to the higher dimension of state vector and the complexity of the atmospheric dispersion, the particle distribution might not converge to a satisfactory result during the process of particle filter. In order to enhance the accuracy of estimation, the particle filter is combined with EM algorithm to iteratively estimate these parameters (i.e. the release rate and four dispersion coefficients). The EM algorithm is a generic method for computing the MLE of parameter \( \theta \) in an incomplete-data problem. In the incomplete-data problem, the estimation of the unknown parameter \( \theta \) depends on the hidden variable \( z \), so \( \theta \) is hard to estimate directly. To deal with the problem, the EM algorithm divides the estimation process of \( \theta \) and \( z \) into two steps (i.e. the Expectation Step (E-step) and the Maximization Step (M-step)) and runs iteratively. Specifically, in the E-step, the posterior probability of the hidden variable, which can also be considered as their expectation, is calculated from initial values of the parameters or the model parameters in the last iteration. Further, the expectation is regarded as the estimation of the hidden variable. Based on the estimation of hidden variable, the MLE of \( \theta \) is calculated by maximizing the likelihood function in the M-step. Therefore, by reducing the complexity of parameter estimation, EM algorithm has an excellent performance in the incomplete-data problem.

However, there seems to be no apparent hidden variable and incomplete-data in the parameter estimation of the Gaussian plume model because the release rate and four dispersion coefficients are all included in the parameters \( \theta \). In order to apply EM algorithm to this parameter estimation problem, the problem is adjusted to an incomplete-data one. The four dispersion coefficients and the release rate at time step \( t \) are regarded as the hidden variables \( z_i \) and parameter \( \theta_i \), respectively.
Therefore, four dispersion coefficients and the release rate are estimated in E-step and M-step, respectively. In the E-step, the hidden variables are estimated by calculating the posterior probability density function \( p(z_i / x; \theta) \), which can be approximated by particle filter with observations \( x_i \). In the M-step, the MLE of release rate is calculated by maximizing the likelihood function through Particle Swarm Optimization (PSO). The method of particle filter combining EM algorithm can be expressed as follows. At time step \( t \), the MLE of release rate \( \theta(t) = q(t) \) depends on the hidden variables \( z(t) \), \( z(t) = \{a(t), b(t), c(t), d(t)\} \). The likelihood of \( \theta(t) \) and \( z(t) \) is:

\[
L(\theta(t), z(t)) = p(x(t); (\theta(t), z(t)))
\]  

(9)

Then the \( z(t) \) and \( \theta(t) \) are estimated in the two steps, respectively. In the E-step, the posterior probability (expectation) of \( z(t) \) is calculated using particle filter with the assumption that the \( \theta(t) \) is known:

\[
Q(z(t)) := p(z(t) / x; \theta(t)) = \sum_{i=1}^{N} \omega(i)(t) \delta(s(t) - s(i)(t))
\]  

(10)

where \( N \) is the number of particles which represent the system states \( s(t) \). The \( \omega(i)(t) \) is the weight of the \( i^{th} \) particle, and \( \delta \) is the Dirac delta function. The observations are assimilated into the dispersion model by the particle filter in the E-step. Then in the M-step, based on the estimation of \( z(t) \) in the E-step, the MLE of \( \theta(t) \) is computed by maximizing the likelihood using PSO:

\[
\theta(t) = \arg \max L(\theta(t), z(t))
\]  

(11)

The E- and M-steps are alternated repeatedly until convergence, which is determined by a stopping rule:

\[
|\theta^{(k+1)} - \theta^{(k)}| < \epsilon, \quad \epsilon > 0
\]  

(12)

By the method of particle filter combining EM algorithm, both of the hidden variables \( z \) and parameter \( \theta \) are iteratively estimated in each time step.

3. UAV-based air contaminant sensory system

In chemical industry parks, the observations of air contaminant are usually collected by static monitoring stations. However, due to the limited number and fixed locations, these facilities may fail to obtain valid data especially when they are located in the upwind of the emission source. In order to overcome this shortage, a UAV-based air contaminant sensory system is developed for efficient data acquisition. Shown in Figure 2, this system consists of an aerial platform and sensory devices. The aerial platform, which is selected from mini-UAV DJI M100, provides aerial mobility and accommodation for sensory devices. The sensory devices integrated on the UAV are composed of micro control unit, gas sensors, GPS and network connection modules. In terms of the workflow, as can be seen in Figure 3, the sensory devices achieve data collection (i.e. contaminant concentration, geo-location and time) and then transmit data to the database of a management system in time. Achieving the data collection, transmission and storage, this system can give researchers the access to obtain the observations in time.
4. Experiments

Displayed in the Table 1, two experiments are designed and implemented to test the performances of proposed data assimilation methods in the two emission cases. In the Experiment One which is used to test the effect of particle filter in the first case, the conventional atmospheric dispersion model which is only based on the Gaussian plume model without data assimilation is used as the control group. In contrast, the particle filter is applied as the data assimilation method to improve the model prediction in the treatment group. In the Experiment Two, the particle filter (section 2.2) and the EM algorithm with particle filter (section 2.3) are both implemented for data assimilation to make comparison. Before experiments, the “true” concentration distribution and observations are generated by a “real” dispersion. The “real” dispersion is not a practical air contaminant dispersion in the chemical industry park but a simulated dispersion based on the Gaussian plume model because of the lack of field experiment condition. The “real” dispersion uses default meteorological parameters (e.g. dispersion coefficients) and release rate to generate the “true” concentration, which provides a reference for the “true” situation. Further, the observations, which are to be assimilated into the model, are produced from the “true” concentration by the measurement model in (8) and the simulated trajectories of UAVs. In our experiments, an atmospheric dispersion during a period of 100 min on a square area of 1000 * 1000 m$^2$ is simulated and the concentration distribution at 30 m AGL (above ground level) is calculated. For smaller
computational cost, the region is divided into grids with the size of $10 \times 10 \text{ m}^2$. As for the emission source, it is assumed to be located at $(0, 0)$ with a height of 70 m AGL, which releases air contaminant during the whole experiment duration. The wind direction and velocity are $220^\circ$ and 4 m/s, respectively. The trajectories of UAVs and parameter configuration are introduced in section 4.1 and 4.2, respectively.

<table>
<thead>
<tr>
<th>Case</th>
<th>Experiment Name</th>
<th>Group</th>
<th>Method</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>The release rate is</td>
<td>Experiment</td>
<td>Experiment</td>
<td>Gaussian plume model</td>
<td>Control group: compared to Experiment</td>
</tr>
<tr>
<td>known</td>
<td>One</td>
<td>1A</td>
<td></td>
<td>1B</td>
</tr>
<tr>
<td></td>
<td>Experiment</td>
<td>1B</td>
<td>Gaussian plume model &amp; particle filter</td>
<td>Treatment group: test the particle filter</td>
</tr>
<tr>
<td></td>
<td>Experiment</td>
<td>2A</td>
<td>Gaussian plume model &amp; particle filter</td>
<td>Treatment group: test the particle filter</td>
</tr>
<tr>
<td></td>
<td>Experiment</td>
<td>2B</td>
<td>Gaussian plume model &amp; EM with particle filter</td>
<td>Treatment group: test the EM algorithm with particle filter</td>
</tr>
<tr>
<td>The release rate is</td>
<td>Experiment</td>
<td>Two</td>
<td></td>
<td></td>
</tr>
<tr>
<td>unknown</td>
<td>Two</td>
<td>Experiment</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2A</td>
<td></td>
<td>Gaussian plume model &amp; particle filter</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2B</td>
<td></td>
<td>Gaussian plume model &amp; EM with particle filter</td>
<td></td>
</tr>
</tbody>
</table>

4.1. Trajectories of UAVs

Ideally, the observations of air contaminant dispersion should be collected in the true situation by UAVs. However, due to the lack of field experiment condition, the observations are generated from the “true” concentrations by the measurement model and simulated UAVs’ trajectories in our experiments. To effectively acquire observations, the trajectories of UAVs are designed according to the wind direction. According to the set of sensors in the Indianapolis experiment [16], the trajectories of UAVs are set as arcs through the plume. For example, when the wind direction is $220^\circ$, trajectories are showed in Figure 4. There are 10 simulated arc trajectories through the plume, each of which corresponds to an UAV (only one UAV is showed in the figure). It is assumed that each UAV moves along its own trajectory and collects the concentration data at the same time. The time interval of data collection is according to the characteristic of gas sensors on the UAV. In our experiments, it is set to be 1 min.

![Figure 4. Sketch of UAVs’ Trajectories when the wind direction is 220°.](image)

4.2. Parameter Configuration

This section illustrates the parameter configuration of the two experiments and “real” dispersions. These parameters include release rate and four dispersion coefficients. The release rate,
which significantly influences the size and shape of the plume, is difficult to measure accurately. In the Experiment One, the known release rate is not the parameter to be estimated. Therefore, the release rates in the “real” dispersion and two groups of Experiment One are all set to be constant at 30 g/s. In the contaminant gases leakage incidents, the release rate is one of the state variables to be estimated. Thus, in the “real” dispersion it is considered to be variant to test the data assimilation method. An exponential decay curve is applied to describe the variation of release rate because in some cases the release rate decreases with the reduction of the amount of residual contaminants [17].

As for the four dispersion coefficients, the “real” dispersions use variant dispersion coefficients to simulate the “true” situation. The four dispersion coefficients are closely correlated with the environment conditions, such as the atmospheric stability and terrain. The Pasquill-Gifford-Turner (henceforth P-G-T) [15,18,19] approach is widely used in the classification of the atmospheric stability. Based on the approach, the P-G-T curves are developed to identify the four dispersion coefficients according to the atmospheric stability class. Unfortunately, this approach takes few terrain conditions into consideration. Furthermore, there are many other researchers having provided empirical values of the four coefficients under different atmospheric stability classes and terrain conditions, such as Briggs [20] and Vogt [21]. Carrascal [22] compared these empirical values under identical atmospheric conditions. In the “real” dispersions of two experiments, the parameter scheme of Vogt is adopted to describe the variation of four dispersion coefficients in chemical industry parks. The values of four coefficients according to Vogt are shown in Table 2. This table gives empirical values of a, b, c, d under different atmospheric stability classes for open country. In this table, Class A to F represents different atmospheric stability classes. Class A represents the most active class, and Class F is the most stable one. As for the terrain condition, with few obstacles like huge building, the open country is similar to the terrain of chemical industry park. Therefore, the parameter scheme of Vogt is suitable for the identification of the four dispersion coefficients in chemical industry parks. In the “real” dispersion of the Experiment One, the atmospheric stability is considered to vary following the order of A, B, C, and D during the 120min (only the duration of 0 to 100 min is simulated). Thus, the values of a, b, c, d under class A, B, C, and D are selected as their values at 0, 40, 80, 120 min in the “real” dispersion, respectively. In addition, the variations of four dispersion coefficients between two classes of atmospheric stability are assumed to be linear. Therefore, the variations of four dispersion coefficients are piecewise linear in the “real” dispersion (black solid lines in Figure 5). In the “real” dispersion of Experiment Two, the four dispersion coefficients follow the similar variation rule instead that the variation is slowed down (black solid lines in Figure 7) to lower the difficulty of the data assimilation. Some key values of coefficients in “real” dispersions of two experiments are shown in Table 3. In contrast, the four dispersion coefficients in Experiment 1A are initialized to the values under Class A and considered to stay constant before the updates to the “true” values of the “real” dispersion every 40 min (blue dash lines in Figure 5). The update is designed to enhance the prediction accuracy of conventional dispersion model. Additionally, in the data assimilation models of Experiment 1B and Experiment Two, the particles representing four dispersion coefficients are initialized with ranges covering the variation range mentioned above.

<table>
<thead>
<tr>
<th>Atmospheric Stability Class</th>
<th>Coefficients of Dispersion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
</tr>
<tr>
<td>A</td>
<td>0.23</td>
</tr>
<tr>
<td>B</td>
<td>0.23</td>
</tr>
<tr>
<td>C</td>
<td>0.22</td>
</tr>
<tr>
<td>D</td>
<td>0.22</td>
</tr>
<tr>
<td>E</td>
<td>1.69</td>
</tr>
<tr>
<td>F</td>
<td>5.38</td>
</tr>
</tbody>
</table>
Table 3. Some key values of a, b, c, d in the “real” dispersions.

<table>
<thead>
<tr>
<th>Time (min)</th>
<th>“Real” dispersion of Experiment One</th>
<th>“Real” dispersion of Experiment Two</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>0</td>
<td>0.23</td>
<td>1.00</td>
</tr>
<tr>
<td>40</td>
<td>0.23</td>
<td>0.97</td>
</tr>
<tr>
<td>80</td>
<td>0.22</td>
<td>0.94</td>
</tr>
<tr>
<td>120</td>
<td>0.22</td>
<td>0.91</td>
</tr>
</tbody>
</table>

These experiments are implemented as follows. Before the two experiments, the “real” dispersions with the variant parameters are firstly executed to generate the “true” concentrations. After that, the observations are produced from the “true” concentrations by the simulated trajectories of UAVs and the measurement model. Then in the two experiments, the observations are assimilated into the Gaussian plume model by the proposed data assimilation methods to generate concentration distribution. Additionally, in the Experiment One, the Experiment 1A is implemented as the control group to generate the concentration prediction without data assimilation.

5. Results and Discussions

5.1. Experiment One

Figure 5 shows four dispersion coefficients a, b, c, d in Experiment One.

![Figure 5](image)

Figure 5. Four coefficients of dispersion in the Experiment One: (a) the coefficient a; (b) the coefficient b; (c) the coefficient c; (d) the coefficient d.

As can be seen from the figure, the dispersion coefficients in the “real” dispersion follow the piecewise-linear variation according to the Table 3. As for the dispersion coefficients in Experiment
1B, they are close to the “true” values of the “real” dispersion. With the particle filter, these coefficients follow the trend of the “true” values closely. In comparison, without data assimilation, the coefficients in Experiment 1A stay invariant before the updates to the “true” values. However, it is worth to mention that the particle filter’s performance in estimating coefficient a is less effective than performances in others. Indeed, the coefficient a in the Experiment 1A is even closer to the “true” value than that of the Experiment 1B. This might be because of the flat variation of coefficient a.

To observe the effect of particle filter on the concentration prediction, the root mean square errors (RMSE) between the model predictions and the “true” concentrations are calculated. Figure 6 shows the RMSE at trajectory points. It can be seen from the Figure 6(a) that the RMSE of the Experiment 1B is significantly lower than that of the Experiment 1A in most of the duration. The ascendant RMSE curve of Experiment 1A in Figure 6(a) comes from the errors of four dispersion coefficients. As shown in Figure 5, without data assimilation, four dispersion coefficients stay constant before the updates in Experiment 1A. Therefore, the errors of the four coefficients grow over time, causing the ascendant RMSE curve in Figure 6(a). In comparison, with the corrected dispersion coefficients by particle filter, the RMSE of Experiment 1B is reduced to a relatively low level. In most of the duration, the RMSE with particle filter is lower than 0.008 mg/m³. Figure 6(b) shows the “true” concentrations and model prediction concentrations with data assimilation at trajectory points. It can be seen that most of the concentrations fit the line “y = x” well, which shows the model predictions are close to the “true” concentrations. Further, with the high correlation (0.99102) and small RMSE (0.0056039), the result illustrates the good performance of particle filter.
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**Figure 6.** The assimilation results at trajectory points in Experiment One: (a) RMSE of concentration at the trajectory points in Experiment 1A and 1B; (b) the true concentration and model prediction concentration in the Experiment 1B.

5.2. Experiment Two

The Experiment Two compares the performances of particle filter and the particle filter combining EM algorithm. Figure 7 shows the four dispersion coefficients in Experiment Two. As can be seen from the figure, the variations of four coefficients in the “real” dispersion are flatter than the Experiment One. However, the performance of particle filter is unsatisfactory, the estimations of coefficients are far from the “true” values especially the coefficient c, which may result from the high dimension of state variables. With high dimension of state variables, it is difficult for particle filter to estimate the a, b, c, d and q simultaneously. In contrast, the estimation precision of EM algorithm with particle filter is slightly better than particle filter because EM algorithm decreases the complexity of parameter estimation by dividing the parameter estimation process into two steps. Further, as can be seen from the figure, the warm-up time of EM with particle filter is shorter than particle filter, which means the estimations in Experiment 2B is more likely to follow the “true”
values in the several steps after the start. As for the release rate and RMSE, the similar performances of the two data assimilation methods can be seen in the Figure 8. The error of EM algorithm with particle filter is slightly smaller than that of typical particle filter.
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**Figure 7.** Four coefficients of dispersion in the Experiment Two: (a) the coefficient a; (b) the coefficient b; (c) the coefficient c; (d) the coefficient d.

![Graphs showing release rate and RMSE](image)

**Figure 8.** The release rate and RMSE of the prediction concentration in Experiment Two: (a) release rate; (b) RMSE of prediction concentration on the trajectory points.

6. Discussions

In the two experiments, the performances of particle filter and the method of particle filter combining EM algorithm are tested. The results illustrate that the dimension of state variables
significantly affects the quality of data assimilation. In Experiment One where the state variables are only four dispersion coefficients, the data assimilation based on the particle filter is effective to estimate state variables and improve the model prediction. However, when the dimension of state variables becomes higher in Experiment Two, the estimation accuracy of particle filter decreases because the particles with high dimension are hard to converge to a satisfactory result. In contrast, the method of particle filter combining EM algorithm performs slightly better on the estimation precision and warm-up time in the Experiment Two. By iteratively computing the a, b, c, d, and q in the E-step and M-step respectively, the EM algorithm with particle filter reduces the complexity of estimation and improves the estimation results. Another factor influencing the results is the number of particles. On the one hand, each particle represents the system state in our work. Thus, the larger number of particles means the more diverse dispersion states, which is beneficial to the estimation of system state. On the other hand, the large number of particles will increase the computation cost because the transition and measurement model are calculated for each particle. In our work, 150 and 250 particles are used in the typical particle filter in the two cases, respectively. High accuracy of results and acceptable efficiency prove that these particle numbers are feasible in our experiments.

As for the drawbacks of these experiments, the one is the wind field, which significantly influences the dispersion, is considered to be stable and uniform in our work. However, the actual wind field is relatively dynamic and complex. Therefore, the dynamic modeling of wind field is a research focus in the future works. Another drawback is from the EM algorithm. The method of particle filter combining EM algorithm performs better in the second case, but EM algorithm is likely to converge to a local optimum, which may lead to miss the global optimum.

7. Conclusions

In this paper, two data assimilation methods using particle filter and the method of particle filter combining EM algorithm are developed to improve the accuracy of air contaminant dispersion prediction based on the Gaussian plume model. The architecture of the data assimilation model is presented. Further, a UAV-based sensory system is developed to obtain observations effectively. Then, experiments corresponding to two emission cases are designed and implemented to test the performances of proposed data assimilation methods. The results show that the particle filter can effectively improve the accuracy of model prediction when the dimension of state variables is low. In contrast, when the dimension of state variable becomes higher (the second case), the method of particle filter combining EM algorithm performs better than the typical particle filter in the estimation accuracy and warm-up time. Therefore, these proposed data assimilation methods provide strong support to the prediction of air contaminant dispersion and emergency management in chemical industry parks. Future works include implementing the field experiment in the chemical industry park to verify the data assimilation methods in the true situation and dynamic modeling the wind field for more accurate prediction of atmospheric dispersion model.
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