Spectral and Spatial Cloud Detection Onboard for Hyperspectral Remote Sensing Image
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Abstract: It is strongly desirable to accurately detect the clouds in hyperspectral images onboard before compression. However, conventional onboard cloud detection methods are not appropriate to all situation such as shadowed cloud or darken snow covered surfaces which are not identified properly in the NDSI test. In this paper, we propose a new spectral–spatial classification strategy to enhance the orbiting cloud screen performances obtained on hyperspectral images by integrating threshold assisted exponential spectral angle map (TESAM), adaptive Markov random fields (aMRFs) and dynamic stochastic resonance (DSR). First, TESAM is performed to classify the cloud pixels coarsely based on spectral information. Then aMRFs is performed to do optimal process by using spatial information, which improved the classification performance significantly. But some misclassification points still exist after aMRFs processing because of the noise of data in the onboard environment. DSR is used to eliminate misclassification points in binary labeling image after aMRFs. Taking level 0.5 data from hyperion as dataset, the average overall accuracy of the proposed algorithm is 96.28% after test. The method can provide an accurate cloud mask for the on-going EO-1 images and the similar satellites with the same spectral settings without manual intervention. The experiment indicate that the proposed method reveals better performance than the classical onboard cloud detection or current advanced hyperspectral classification methods.
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1. Introduction

Future earth science missions will face unprecedented data volumes. Data product sizes and production rates have steadily increased due to improvements in detector, optics, and onboard data handling technology. With the development of Hyperspectral remote sensing technology, hyperspectral imaging techniques have been widely used in many applications, including astronomy, agriculture, biomedical imaging, mineralogy, surveillance, etc. It is used in the spacecraft or aircrafts to get characteristics of target element through capturing image in a large number of narrow and contiguous bands. Typically, one hyperspectral image dataset has over 200 spectral bands, which presents a challenge for both data transmission and storage. [1]. Given the fact that almost all these sensors have only limited memory capacity, data transmission from the sensors to the ground become inevitable for the further data analysis[2]. The large data volumes affect mission requirements for the entire data handling chain, including onboard digitization, storage, downlink, ground processing, and distribution[3]. Bottlenecks along this path can constrain the instrument duty cycle, reducing science and application yield[4].
Data compression techniques offer a good solution to the problem. While lossy compression methods typically provide much larger data reduction than lossless methods, they might not be suitable for hyperspectral images used in many accuracy demanding applications, where the images are intended to be analyzed automatically by computers[5]. In particular, bandwidth constraints have motivated new advanced lossless compression techniques such as the FL algorithm[6][7][8] that have achieved compression rates of four or greater. Efforts to optimize lossless methods eventually face theoretical limits, but data rates continue to increase. The challenge has driven research into other techniques that can further reduce data volumes while preserving science yield.

For a specific application, it is very likely that only some regions of the entire image carry the information of interest. Rather than compressing the entire image, sometimes we just need to compress only ROIs in the image. Recently, a new concept known as “remote sensing image with no-data regions compression” has been proposed for the first time[9]. The no-data regions do not provide useful information to some applications, compression methods will benefit significantly from simply not compressing those no-data regions for the sake of a higher compression ratio.

Most remotely sensed images encompass the presence of clouds that, especially in the visible and infrared range, strongly affect the received electromagnetic radiation. Historically, clouds are estimated to cover 54% or more of the Earth’s land area and 68% or more of the oceans[10][11][12]. Depending on the application, clouds act as an unwanted corruption[13][14] or, as an information source for weather forecast[15]. These cloud-region data were regarded as the arbitrary shape no-data region, which can be compressed[16]. In the ROI map, binary attributes represent cloud and ground respectively pixel by pixel and binary map will be generated to assist in the actual compression. And each binary ROI map can be compressed using ARLE[17]. Since the ROI map can be compressed to a fairly small size compared to the size of bitstream for image data, the bits for the ROI maps were not involved in the performance evaluation of the proposed method. Excising cloud region data when compression could significantly reduce onboard storage and bandwidth requirements. However, the community lacks an accurate algorithm of real-time cloud detection in instrument hardware.

It is meaningful to do onboard compression after cloud detection for high resolution HSI. We focus on the VSWIR electromagnetic spectrum from 0.4–2.5 µm. There are many studies of cloud detection in these wavelengths, and algorithms vary in their assumptions and complexity. “Classical” cloud screening applies threshold tests to spatial and spectral properties of the image[17]. Pixels whose values fall outside valid ranges are marked as cloudy. For example, the MODIS algorithm compares selected visible and near-infrared (VNIR) and near-infrared (NIR) bands to predetermined thresholds and then aggregates the result in different combinations depending on land type[18][19][20][21]. The algorithm uses a combination of 14 wavelengths and over 40 tests. This underscores the intrinsic difficulty of constructing a universal and complete cloud-screening procedure. Of direct relevance to this work, onboard cloud screening has been demonstrated onboard the EO-1 spacecraft[22]. EO-1 cloud screening uses the solar zenith angle to compute the apparent top-of-atmosphere (TOA) reflectance. Then, it applies a branching sequence of threshold tests based on carefully crafted spectral ratios to distinguish clouds and bright landforms such as snow, ice, and desert sand. The EO-1 cloud detection also acts as a data filtering step prior to onboard cryospheric and flood classification[23][24]. To our knowledge, it is the only previous case of cloud screening performed on orbit. Another kind of onboard cloud detection algorithms are ACCA. They are used to give cloud-cover (CC) predictions to reduce cloud contamination in acquired scenes[25][26][27]. These onboard cloud detecting algorithms are based on threshold in general.

Even more complex algorithms which belongs to ground side are proposed. Some state-of-the-art cloud-screening techniques estimate the optical path from absorption features such as the oxygen A band, as in Gómez-Chova et al.[28] or Taylor et al[29]. Thermal infrared (IR) channels can add brightness temperature information. Minnis et al. predict clear-sky brightness temperature values using ambient temperature and humidity and then excise pixels outside these intervals[30]. Texture cues can be also used to recognize clouds by their high spatial heterogeneity[31].
demonstrate that a simple spatial analysis, i.e., the standard deviation of VNIR isotropic reflectance in a $3 \times 3$ pixel window, reliably discriminates clouds from aerosol plumes over ocean scenes[32]. Jin hu Bian et al. proposed spectral signature and spatio-temporal context method to distinguish snow from cloud[33]. Markov random field models was developed to segment hyperspectral image. Murtagh et al. represent spatial dependency using a probabilistic Markov random field prior[34]. Haoyang Yu et al. proposed adaptive MRF method combined with SVM and achieve a good performance of classification of terrains[35]. Probabilistic model was another cloud detection method. Gómez-Chova et al. use a Gaussian mixture model to produce posterior probabilities. The Bayesian probabilistic model of Merchant et al. combines observational data with prior predictions from atmospheric forecasts, leading to true probabilistic predictions[36]. David R proposed the decision theoretic method based on Bayesian probabilistic model also that achieved negligible false positives in cloud screening[37]. Recently deep learning are widely used in classification of HSI. Li Wei et al. proposed hyperspectral image classification by using deep pixel-pair features[38]. Bin Pan et al. proposed a kind of vertex component analysis network achieve better performance than some state-of-the-art method[39].

TA method have more false positive that are at high altitudes or at low solar illumination where snow was misclassified as clouds. And the probabilistic model method and the learning-based method result more omission errors that were associated with undetected optically thin clouds over underlying surface because of the incompleteness of training sample for cloud. Our method have good solution for these problems, which is mainly based on exponential spectral angle map, markov random field and dynamic stochastic resonance. The reminder of this paper is organized as follows. Section 2 introduces the difficulties of onboard cloud detection method in detail. The proposed methodology for cloud detection is introduced in Section 3. In Section 4, the proposed method is validated and compared to other cloud detection methods. Section 5 discusses the advantages, limitations and applicability of the proposed method. Section 6 presents the conclusions.

2. Related work

Onboard cloud detection almost use the threshold algorithms (TA). Threshold algorithms have difficulty with shadowed cloud or darken snow covered surfaces which are not identified properly in the NDSI test[40]. The used bands of several typical TA methods are shown in table 1. They used 0.66 $\mu$m, 0.86 $\mu$m, 1.25 $\mu$m and 1.65 $\mu$m. Since the complexity of various factors, it's nearly impossible to find a classifier plane to separate cloud from ground in spectral feature space, as shown in fig.1.(b). Fig.1.(c) shows that cloud pixels and ground pixels cannot be separated completely under TA classifier due to the overlap of spectral feature. As shown in fig.1.(d), there are some wrong classification in shadowed snow and thin or dark cloud. The yellow region indicated that actual cloud pixels are misclassified into ground under TA method. Contrarily, some snow pixels are misclassified into cloud because spectrum of these snow pixels are mixed with cloud spectrum (see green region).

The influence of clouds on solar irradiance is due to reflection, absorption and scattering of the irradiance by cloud particles and depends strongly on the dimensions, opacity, thickness and composition of the clouds. There are different types of clouds with different dimensions, opacity and properties depending on several parameters, resulting to a different effect on solar irradiance. The clouds are divided in ten types as seen in table 2. Ice crystals and water drops have a different impact at the absorption and scattering of solar radiation especially in SWIR. Fig.2 compares the measured top of atmosphere (TOA) reflectances at SWIR wavelengths. This shows measurements from the Hyperion sensor acquired on 16/4/2011. It also shows three types of cloud that are sampled in one scene and their TOA reflectance curves.

In this scene, water particle effective radii is about 4 $\mu$m and ice effective radii is 60 $\mu$m. And its illumination is 75° solar zenith angle. The black curve shows TOA of a piece of thick ice cloud at 10 km altitude with 0.15g/m$^3$ water content overlaying a piece of thin cirrus. The cyan curve shows TOA of an unknown portion of the mixed phase cloud where the ice phase is dominant. The red curve shows TOA reflectance of a piece of water cloud (cumulus) at 5km altitude. The three spectral curves
Table 1. Spectrum used by threshold methods and disadvantage

<table>
<thead>
<tr>
<th>Method</th>
<th>The used spectrum</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCA in paper [40]</td>
<td>0.45-0.52μm, 0.52-0.6μm, 1.04-1.25μm, 1.55-1.75μm</td>
<td>They use NDSI index which contains spectral bands near 1.65μm to discriminate snow and cloud. But some of the shadowed cloud or darken snow covered surfaces will be misclassified due to different reflectance from various cloud particles.</td>
</tr>
<tr>
<td>HCC in paper [22]</td>
<td>0.55μm, 0.66μm, 0.86μm, 1.25μm, 1.38μm, 1.65μm</td>
<td></td>
</tr>
<tr>
<td>DCC-ASE in paper [23]</td>
<td>0.43μm, 0.56μm, 0.66μm, 0.86μm, 1.25μm, 1.38μm, 1.65μm</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Cloud detection result under TA method. (a) Original image; (b) Feature space visualization between cloud and ground; (c) Cloud region is detected by threshold algorithm; (d) Diagrammatic sketch of misclassification between ground and cloud pixels under TA method.

Most automatic cloud detection methods are based on the radiometric features of clouds. The spectral, frequency, and texture features are the most widely used radiometric features and are extracted from different bands of satellite imagery[41]. According to statistics from 184 scenes of Hyperion level 0.5 data, the solar reflectance of 10 cloud types and different ground types can be seen in electromagnetic spectrum from 0.4-2.5μm, as shown in Fig.3. Different clouds may have different amplitude on reflectance. But after normalization, the envelope of the spectral curve are roughly the
Table 2. Characteristic of 10 types of cloud

<table>
<thead>
<tr>
<th>themodynamic phase</th>
<th>cloud type</th>
<th>characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water cloud</td>
<td>Cumulus (Cu)</td>
<td>They are composed of water droplets.</td>
</tr>
<tr>
<td></td>
<td>Stratocumulus (Sc)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stratus (St)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cumulonimbus (Cb)</td>
<td></td>
</tr>
<tr>
<td>Mixed phase cloud</td>
<td>Altocumulus (Ac)</td>
<td>They are composed primarily of water droplets;</td>
</tr>
<tr>
<td></td>
<td>Altostratus (As)</td>
<td>however, they can also be composed of ice crystals</td>
</tr>
<tr>
<td></td>
<td>Nimbostratus (Ns)</td>
<td>when temperatures are low enough.</td>
</tr>
<tr>
<td>Ice cloud</td>
<td>Cirrus (Ci)</td>
<td>They are typically thin and white in appearance, but</td>
</tr>
<tr>
<td></td>
<td>Cirrocumulus (Cc)</td>
<td>can appear in a magnificent array of colors when the</td>
</tr>
<tr>
<td></td>
<td>Cirrostratus (Cs)</td>
<td>sun is low on the horizon.</td>
</tr>
</tbody>
</table>

same, as shown in Fig.3.(a). But after normalization, different earth surface still have different spectral reflectance, as shown in Fig.3.(b).

The pure threshold method is a simple, efficient, and practical approach for cloud detection, but its sensitivity to the background and the range of cloud coverage make it impractical for general use[42]. Comparing with threshold method, spectral angle map (SAM) have a better cloud detecting performance because of taking advantage of more spectral information. In this paper we demonstrate a cloud-detecting algorithm which mainly combined SAM and MRF. In order to get an accurate cloud cover region, we presented TESAM-aMRF-DSR method for cloud detecting. The following sections describe the algorithm’s theoretical method. We then evaluate performance for different operation scenarios by using a decade-year historical image archive of the “classic” Hyperion Spectrometer in section 4. Then we have a discussion in section 5.

3. Proposed method

The MRF have proven to be useful method of enhancing classification accuracy based on spectral and spatial domains separately. Therefore, MRF methods demonstrate promising performance in hyperspectral image classification. To achieve further accuracy improvement, we wish to optimize the features from the spectral and spatial domains simultaneously. To this end, this paper proposes new algorithms that combine TESAM with an adaptive MRF algorithm. The general framework of the proposed methods are shown in fig.4. The hyperspectral images are processed by TA-assisted ESAM algorithm, we obtain the basic classification result. Then aMRF algorithm is the optimal process of TESAM. And DSR is a refinement process for image noise because the data of image is onboard level. After the classification, algorithm compared the spectrum of cloud with the reference spectrum and refresh the reference spectrum.

3.1. T-ESAM

SAM measures the angle $\theta(x,y)$, where x and y are N-dimensional spectral vectors having real-valued components, $\{x_i\}_{i=1}^N$ and $\{y_i\}_{i=1}^N$, respectively,

$$\theta(x,y) = \arccos\left(\frac{x \cdot y}{\|x\| \cdot \|y\|}\right), \quad 0 \leq \theta \leq \frac{\pi}{2}$$  (1)
Figure 2. Black cyan and red line plot top of atmosphere reflectance measurements for liquid and ice clouds in the EO1H178021201138110Pn scene from Hyperion of EO-1. (a) RGB color of cloud scene with black, cyan and red box. (b) Spectral curve of TOA reflectance from 1.4μm to 1.9μm among liquid cloud, mixed phase cloud and ice cloud that are from Level 0.5 (on-board processing).

Figure 3. Spectral curve statistics of cloud and ground reflectance. (a) Normalized spectral reflectance curve of different cloud types. (b) Normalized spectral reflectance curve of different materials.

Figure 4. General framework of the proposed methods.
where $\langle x, y \rangle$ is the scalar product between $x$ and $y$

$$\langle x, y \rangle = \sum_{i=1}^{N} x_i \cdot y_i \quad (2)$$

and $\| \cdot \|$ represents the Euclidean norm, i.e., $\| x^2 \| = \langle x, x \rangle$. The $x$ represents the target spectral vector. And $y$ represents the referenced spectral vector.

Threshold algorithms (TA) for cloud detection onboard such as ACCA algorithm [25] for multispectral and HCC algorithm [22] for hyperspectral appear to be good discriminators for most of the earth. These algorithms can detect cloud roughly accurate. But they have troubles in the variances of sun zenith angle, cloud water content and cloud height. ESAM can be a better measure of similarity for hyperspectral data due to its robustness to illumination variations. We have encapsulated the SAM metric inside an exponential function to produce ESAM function which is a positive semi-definite function and also captures the spectral similarity property of SAM. The ESAM function is defined as

$$ESAM(x, y) = \exp(-\theta(x, y) \cdot k) \quad (3)$$

where $k$ is the gain parameters. ESAM is used to make the cloud region more distinguishable due to amplifying the difference of spectral similarity linearly.

After the 3-D original hyperspectral image $I_{[L,W,H]}$ processing by ESAM, we can obtain a 2-D computing result. The lowest value of numbers indicate cloud region if there is cloud in image. Simultaneously, threshold algorithms also has detected result of cloud region. Then we can obtain the classifier by combining ESAM with TA.

$$\sum_{i=g(\min)}^{g(n)} \text{histogram}(ESAM(I, y) = i) \leq n_{TA} \quad (4)$$

$$\sum_{i=g(\min)}^{g(n+1)} \text{histogram}(ESAM(I, y) = i) \geq n_{TA} \quad (5)$$

where histogram$(ESAM(I, y) = i)$ means histogram statistics of the ESAM results between hyperspectral image and referenced spectrum that equals to “i”. The $g(\min)$ and $g(n)$ indicate the frequency corresponding to gray level minimum and gray level $n$ respectively. The $n_{TA}$ means the pixel-number of cloud region which is detected by threshold algorithms. Then we could obtain a classifier parameter $g(n)$ that detect the cloud region coarsely when $g(n)$ satisfies equation (4) and equation (5) at the same time. The cloud detection coarse classifier is defined as

$$f(x) = \begin{cases} c_1, & \text{if } ESAM(x, y) < g(n) \\ c_2, & \text{if } ESAM(x, y) \geq g(n) \end{cases} \quad (6)$$

The observed spectrum of instrument data forms a vector $x$ with multiple spectral channels per pixel. The cloud-screen decision maps these pixel brightness values to a binary classification $c=f(x): \mathbb{R}^d \rightarrow \{c_1, c_2\}$, where $c_1$ represents that there is a cloud present and $c_2$ represents the event that clear sky is observed. Classifier $f(x)$ detects the cloud coarsely.

3.2. aMRF model

The MRF model, which combines spectral and spatial information, is widely used in classification. It can provide an accurate feature representation of pixels and their neighborhoods. The basic principle of aMRF is to spatial correlation information into the posterior probability of the spectral features.
Algorithm 1 TA assisted ESAM

Input: the remote sensing image data I with K pixels, each pixel is N-dimension spectral vectors
\( X = \{ x_i \}_{i=1}^{N} \), the referenced spectrum \( Y = \{ y_i \}_{i=1}^{N} \)

Output: the class labels map \( M \)

step1:
for k=1 to K do
\[ E_I = \psi(X_k,Y) \] (\( \psi \) computes the exponential spectral angle according to Equations (1)-(3)).
end
for k=1 to K do
\[ n_{TA} = \phi(X_k) \] (\( \phi \) computes the number of cloud pixels according to Threshold algorithms)
end

step2:
Computes the histogram of \( E_I \)

step3:
for k=1 to n do
\[ g(n)_I = \Omega(E_I) \] (\( \Omega \) computes the threshold for ESAM according to Equations (4)-(5))
end

Step4:
for k=1 to K do
\[ f(x)_I = \Upsilon(E_I) \] (\( \Upsilon \) determine the binary class label according to Equations (6))
end

Based on the maximum posterior probability principle, the classic MRF model can be expressed as follows:

\[
p(x_i) = -\frac{1}{2} \ln |\Sigma_K| - \frac{1}{2} (x_i - m_k)^T \Sigma_K^{-1} (x_i - m_k) - \beta_i \sum_{\alpha} [1 - \delta(\omega_{ki}, \omega_{\alpha i})]
\]  

(7)

Where \( m_k \) and \( \Sigma_K \) are the mean vector and covariance matrix, respectively, of class k and the neighborhood and class of pixel i are represented by \( \alpha_i \) and \( \omega_{ki} \), respectively. In this paper, we separate the pixels of remote sensing image into 2 classes by equation (6), ground pixels and cloud pixels. The parameter \( \beta_i \), called the weight coefficient is used to control the influence of the spatial term.

To obtain the local spatial weight coefficients \( \beta_i \), Haoyang Yu[43] etc. used the noise-adjusted principal components (NAPC) transform to calculate the \( \beta_i \),

\[
\beta_i = \beta_0 \cdot RHI_i = \beta_0 \cdot \frac{\text{var}_k}{\text{var}_i}
\]  

(8)

where \( \text{var}_k \) represents the class-decision variance of the neighborhood of pixel i as determined by majority voting rules and \( \text{var}_i \) is the local variance of pixel i [44]. When \( RHI_i \) is high, it can be concluded that pixel i is located in a homogeneous region. By contrast, pixel i is on a boundary when \( RHI_i \) is low. spatial weight coefficient when \( \text{var}_i = \text{var}_k \); usually, \( \beta_0 = 1 \).

According to Equation (7), the aMRF model can be devided into two components: the spectral term and the spatial term. Thus, Equation (7) can be represented in the form

\[
p(x_i) = a_i(k) + \beta_i \cdot b_i(k)
\]  

(9)

where \( \delta(\omega_{ki}, \omega_{\alpha i}) \) is the Kronecker delta function, defined as

\[
\delta(\omega_{ki}, \omega_{\alpha i}) = \begin{cases} 
1, & \omega_{ki} = \omega_{\alpha i} \\
0, & \omega_{ki} \neq \omega_{\alpha i}
\end{cases}
\]  

(10)
The pseudocode for the TESAM algorithm combined with the aMRF algorithm, abbreviated as TESAM-aMRF, is shown in Algorithm 2.

**Algorithm 2 TESAM-aMRF**

**Input:** the remote sensing image data \( I \) with \( K \) pixels, each pixel is \( n \)-dimentional spectral vectors \( X = \{ x_i \}_{i=1}^n \), the referenced spectrum \( Y = \{ y_i \}_{i=1}^n \), the class labels map \( M \).

**Output:** the class labels map \( M' \)

- **step1:** Computes the labels map \( M \) (results of TA-ESAM) according to Algorithm 1;
- **step2:** Computes the \( m_k \) and \( \Sigma_k \) according to class labels map and \( I \) (\( k=2 \));
- **step3:** Computes the \( p(x_i) \) according to Equations (7)-(10), where computing the Equations (10) with class labels map;
- **step4:** Refresh the class labels map \( M \) with minimal class of \( p(x_i) \);
- **step5:** Iterate the procedure of step2-step4;

3.3. DSR model

The bistable-SR model conventionally used by the physicists shall be explored and elaborated for application to contrast enhancement of a digital image. In analogy to Benzi’s double-well model to explain ice ages, the image pixel value is treated like a discrete kinetic parameter, say, the position of a particle in the double well. For a low-contrast image, the analogy states that the pixel is initially in a weak signal state (because of low-intensity value since image is low contrast, i.e. a subthreshold signal). Addition of optimum amount of noise effects its transition to the strong signal state, just as a particle makes a transition from one well to another. Such a change of state of pixel under noise can be modelled by Brownian motion of a particle placed in a double-well potential system shown in Fig. 5.

A classic 1D nonlinear dynamic system that exhibits SR is modelled with the help of the Langevin equation of motion is given below

\[
m \cdot \frac{d^2 x(t)}{dt^2} + \gamma \cdot \frac{dx(t)}{dt} = -\frac{dU(x)}{dx} + \sqrt{D} \cdot \xi(t)
\]  

(11)

This equation describes the motion of a particle of mass \( m \) moving in the presence of friction, \( \gamma \). The restoring force is expressed as the gradient of some bistable potential function \( U(x) \). In addition, there is an additive stochastic force \( \xi(t) \) of intensity \( D \).

If the system is heavily damped, the inertial \( m \frac{d^2 x(t)}{dt^2} \) term can be neglected. Rescaling the system in (11) with the damping term \( \gamma \) gives the stochastic overdamped Duffing equation, which is frequently used to model non-equilibrium critical phenomena as given in (12)

\[
\frac{dx(t)}{dt} = -\frac{dU(x)}{dx} + \sqrt{D} \cdot \xi(t)
\]  

(12)
where $U(x)$ is a bistable quartic potential given in

$$U(x) = -a \cdot \frac{x^2}{2} + b \cdot \frac{x^4}{4}$$  \hspace{1cm} (13)$$

Here, $a$ and $b$ are positive bistable double-well parameters. The double-well system is stable at $x_m = \pm \sqrt{\frac{a}{b}}$ separated by a barrier of height $\Delta U = \frac{a^2}{2b}$ when $\xi(t)$ is zero. The Langevin equation describes the motion of particle in a general double-well.

**Algorithm 3 aMRF-DSR**

**Input**: the class labels $M'$

**Output**: the class labels $M_{final}$

step1:
- for $k=1$ to $K$ do
  - $C_k = \zeta(M'(k)=\text{cloud}), \; G_k = \zeta(M'(k)=\text{ground})$ ($\zeta$ computes the pixel number of 8-neighborhood around pixel $k$ that belongs to ground and cloud respectively);
  - compare $C_k$ and $G_k$, designating the number of bigger one to $\xi(t)$;
  - Refresh $x$ according to Equations (12)-(13);
- end

step2: Refresh $M'$

step3: Iterate the procedure of step1-step2;

---

4. Method Feasibility Validation

4.1. Dataset

In this section, we evaluate the performance of the proposed algorithms using the widely used hyperspectral data from hyperion sensor. The data are Level 0.5 that are used in onboard processing. And they are downloaded from USGS website. Terrains of the dataset contain city, ocean, forest, mountain range, desert, snow and cryosphere. And time span contains spring, summer, autumn, winter, morning, noon and dusk of recent decade year. The span of latitude contains tropical, subtropical, temperate, frigid and polar zone. Geographical distribution of the selected scenes are spread all over the world. And season distribution are at all seasons but mainly focusing on winter. Statistics of test dataset is shown in Fig.6.

4.2. Accuracy Assessment

The following three different accuracies measures, which were the overall accuracy, precision and recall, were used to assess the accuracy of the algorithm results. Define the True Positive (TP) as the number of clouds correctly labeled as belonging to clouds in the algorithm, False Negatives (FN) as the number of clouds incorrectly labeled as belonging to none-clouds, and True Negatives (TN) as number of none clouds which also labeled as belonging to none clouds. The accuracy, precision and recall are then defined as

$$\text{Recall} = \frac{TP}{(TP + FN)} \hspace{1cm} (14)$$

$$\text{Precision} = \frac{TP}{(TP + FP)} \hspace{1cm} (15)$$

$$\text{FPR} = \frac{FP}{(FP + TN)} \hspace{1cm} (16)$$

In the cloud case, precision denotes the proportion of truly cloud pixels in the cloud detection results, while recall is of all pixels that are actually clouds in the image, what fraction of them were
detected as clouds. For precision and recall, they are better reflects the errors of cloud classification than overall accuracy.

4.3. Detection results

Figure 7 depicts the cloud detection results for different terrain. By visually comparing the results with the false color composites, it is clear that the algorithm developed in this study can accurately separate the cloud pixels. Fig.7.(a) was a summer image acquired at 8th August 2013 with cirrostratus over the desert. The detection result indicate that algorithm showed its strong ability in excluding the cloud pixels from desert pixels even if cloud is such thin that spectrum of cloud is mixed with spectrum of desert pixels. On the other hand fig.7.(b) was a winter image acquired at 3rd June 2013 with dark stratus over the ocean and coast. Cloud contain water droplets that have the same materials of ocean in this season. But water of the ocean is in liquid, and that of cloud in gaseous. Spectrum of the same materials is different due to different forms and temperature. The ground of fig.7.(c) and fig.7.(d) are both mountain range. Fig.7.(c) was a spring image acquired at noon on 22th May 2012 with cumulus and stratocumulus around Himalaya mountains. And fig.7.(d) was a winter image acquired at dusk on 3rd January 2007 with altocumulus over mountain. Comparing fig.7.(c) with fig.7.(d), we could see that cloud of the former is lighter than the later because the sun zenith angle of fig.7.(c) is smaller. But both the two image have good cloud detection result even if the dark cloud can be also detected accurately. Fig.7.(f) was a winter image acquired at 28th March 2005 with cumulus over the city Haerbin. Not only the freezing river and the city highlights weren’t be classified into cloud pixels. But these cloud that floating over the frozen river are separated from ground successfully. And the thin dark cloud which is in the shadowed region is detected accurately without misclassifying the light ground pixels into cloud. Fig.7.(e), fig.7.(i) and fig.7.(j) are both clouds over the snow or ice. Fig.7.(e) was an image acquired at 12th May 2012 with stratocumulus over snowfield in the cryosphere. Some pices of clouds that are undistinguishable by eyes are floating over the snow field. These cloud pixels are detected correctly. Fig.7.(i) was a spring image acquired at 17th March 2007 with altostratus over mountain which is covered by snow. The edge of altostratus doesn’t have a clear outline under visible spectrum and it looks similar with ground. And there are also some cloud pixels that are hard to be distinguished by eyes. Detection result show that unobvious easily confused clouds were also
accurately identified through the proposed method. Fig.7.(j) was a spring image acquired at 28\textsuperscript{th} March 2005 with cumulus over the forest which is cover by some frozen lake. In this image, most of the cumulus is floating on the ice. And they are detected accurately.

4.4. Performance of Each Stage for the Cloud Detection

Fig.8 provides an illustration of the algorithm performance for the each processing stage. It depicts the cloud results for EO-1 Hyperion images from four different dates. By visually comparing the results with the false color composites, it is clear that the algorithm developed in this study can accurately separate the cloud pixels. Threshold algorithm, the traditional method, detects the relatively darker cloud. But there were some FN classification in light cloud region due to various reflectance under threshold algorithm because of the unsuitable parameter. Contrarily, TESAM could accurately detect the thick and light cloud region which is misclassified under threshold method, as shown in Fig.8.(h) and Fig.8.(i). And under TESAM, the various reflectance didn’t have much influence over cloud detection. Comparing with threshold method, TESAM seems to be conservative, abstaining from ambiguous classification to prevent mixture of heterogeneous spectrum for aMRF procedure. The ambiguous classification is shown in the yellow circle of fig.8.(k), but these region are not labeled as cloud in fig.8.(l). After TESAM detecting, the cloud region detected by TESAM work as a role of seed region in the procedure of aMRF. By comparing yellow circles of Fig.8.(d) and Fig.8.(e), we can see that after aMRF detecting, some cloud region grewed more full. And TN regions have been recovered to ground pixels because aMRF have fault-tolerant ability by combining spectral and spatial information. The detail iteration procedure of aMRF will be introduced later. But the spectrum of some individual pixels has strong similarity with cloud under the selected bands for aMRF. Hence, even if considering the neighbors’ contribution, the energy of these pixels under aMRF algorithm are still very low. They were misclassified as cloud pixels. However, these pixels in mask were seemed as noise for DSR. By comparing fig.8.(m) and fig.8.(n), DSR turned these binary properties of “noisy point” over.
Figure 8. Comparation of cloud detection results. (a) A winter image acquired at 7 December 2013 with obvious clouds over the whole image. (b) Result of manually labeled image. (c) Cloud detection result by using threshold method. (d) Cloud detection result by using TESAM method. (e) Cloud detection method by using aMRF method, which is based upon (d). (f) Cloud detection method by using DSR, which is based upon figure 8e. (g), (h) and (i) are origin picture, TA labeled and TESAM labeled of cloud region respectively that are corresponding to the red box in (a), (c), (d). Picture (j), (k) and (l) are corresponding to origin picture, TA labeled and TESAM labeled of cloud region respectively that are corresponding to the orange box in (a), (c), (d). (m) is the result of aMRF method, which is corresponding to purple box of (e). (n) is labeled by DSR based on (e), which is corresponding to purple box of (f).

The vertical line and some isolate pixels in fig.8.(m) have been eliminated after DSR processing, as shown in fig.8.(n). By comparing fig.8.(b) and fig.8.(f), algorithm detecting result is high consistent with manual labeling result.

The detailed example for iterative process of aMRF is shown in Fig.9. The cloud region which are detected by TA method and TESAM are rather limited. Only a few detected cloud pixels existed in the mask, as seen in Fig.9.(a) and (b). The detection result is treated as initial classification for aMRF. Comparing fig.9.(c-h), we can see that aMRF method have strong robustness if the spectrum of initial seed region is pure enough. And after 8th iteration, classification has good agreement with the real cloud region. And this image tended to be convergent at the 16th iteration.

Fig.10 shows cloud detection performance comparision of each terrain. Terrain from the first row to last row are ocean, mountain, city, desert, ice and cryosphere. It can be seen that the proposed
method produced the best precision ratio and recall ratio and its error was lower than that of the other methods. ACCA have high FN under ordinary terrain and high FP under special terrain due to lacking thermal infrared band. HCC have trouble in detecting thin or dark cloud and these scenes that have the same particles to cloud. The support vector machine adaptive markov random field (SVM-aMRF) and rolling guidance filter and vertex component analysis network (R-VCANet) have higher recall ratio and precision ratio than the previous two. But they still have some classification error for thin cloud that mainly because thin clouds are mixed with other spectrum that can’t be learned sufficiently. ROC curve and precision and recall curve can be seen in fig.11 and fig.12.

5. Discussions

5.1. The Effectiveness of Combining Threshold Algorithm and Spectral Angle Map

Spectral Angle Map is widely used due to its simplicity and geometrical interpretability. SAM is invariant to (unknown) multiplicative scalings of spectra due to differences in illumination and angular
orientation. One of the most important properties of the spectral-angle distance is the invariance to multiplicative scaling. Due to the invariant nature of the angle among the linearly scaled variations, the spectral angle between two pixels is more sensitive to the pattern (shape) of the spectral signatures instead of absolute intensities. Traditional TA method sometimes overestimate or underestimate the cloud region because the fixed parameters were inappropriate to the variant illumination and angular orientation. In theory, TESAM method could reduce the misclassification error maximally.

5.2. The Usefulness of Spatial Contextual Information for Cloud Detection

Spatial information to the repeated local patterns and their regular arrangement of the ground objects in the images. The spatial information can better reflect the macroscopic properties and the detail structures of the ground objects than a single pixel. Correctly understanding the texture difference of clouds and ground can provide the important basis for their discrimination. For hyperspectral image, texture feature is not obvious enough to discriminate cloud from ground sometimes, especially from snow or highlight features. But the classification result could be very noisy if spatial information is not taken into account. To our knowledge, the spatial information of clouds is a type of random texture. Even though the texture element of clouds is variable and unpredictable, it is still have some different from the texture feature of ground. Markov random field is a popular tool to exploit the spatial information in the classification of hyperspectral data. The aMRF was used to synthesize all the spectral and spatial information into an energy index to find the class attribute at the regional scales. The aMRF is a probabilistic model that is used to integrate spatial information into image classification. With the help of spatial contextual information, the combination of TESAM and aMRF significantly outperforms the TA, probabilistic methods and deep learning methods. The performance of the aMRF was robust regardless of snow, highlight ground and shadowed cloud. In general, it achieved the best performance when the energy was stable, then the iteration cloud be terminated.

5.3. Error Sources of the proposed Method

In brief, the cloud detection results indicated that the proposed method have a good performance for the detecting cloud in EO-1 images. However, several error sources which might influence the algorithm accuracy should also be pointed out. The first error source came from the way which the cloud region detected by TA algorithm bigger than their actual size due to unsuitable parameters. Correspondingly, TESAM will overestimate cloud areas because the cloud region size is depended by histogram of TESAM result and TA result together. In this condition, it will increase FPR region of

![Figure 11. (a)ROC curve of cloud detection performance under each method. (b)Precision performance curve corresponding to Recall under each method.](image-url)
TESAM results, which may lead to error classification of large area during aMRF processing due to impure cloud spectrum.

5.4. Applicability of the Developed Methods in the Feature

The proposed method is highly automatic and efficient when processing a tremendously large volume of imagery real-time. It can be easily implemented on a parallel processor, such as FPGA. The proposed method needs some external storage devices and architectures such as ping-pong structure which could restore data for supporting the use of spatial context. Moreover, classifiers instantiated in hardware logic typically have already achieved in the implementation of arccosine[45], exponentials[46][47] functions, and even floating-point operations, supporting many nonlinear classifiers and naive implementations of linear classifiers. Additionally, there are real-time requirements for processing procedure. Bandwidth of multi DDRs could satisfy Gb/s throughput of algorithm by using a small fixed number of arithmetic operations on locally available data. It also can be adapted for images acquired by similar satellite instruments, which have similar spectral bands and temporal resolutions. The method in this paper is general and efforts in the future will be put into the test for other regions with different environments.

6. Conclusions

Accurate detection of clouds for satellite images is the fundamental pre-processing step for a variety of remote sensing applications. This paper presented a new practical method for cloud discrimination by combining from many past approaches and integrating the spectral signatures with spatial information. The methodology included three closely related major stages, initial spectral classification stage, spatial-spectral classification stage and noise elimination stage.

Visual assessment revealed that the method developed in this paper can accurately separate the cloud and ground pixels. The pixel-level accuracy assessment was performed by comparing the detection results with manually labeled image. Good agreements were found between detection results and manually labeled image with the average overall accuracy 96.28%. The spatial information can approximately exclude misclassified 8.35% cloud pixels from initial spectral tests. Generally, the proposed method exhibited high accuracy for clouds discrimination of EO-1 Hyperion images and was an improvement over the traditional spectral-based algorithms. It can provide an accurate cloud mask for the on-going EO-1 images and the similar satellites with the same temporal and spectral settings.
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