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Abstract: The Vehicle Routing Problem (VRP) is a classical combinatorial optimization problem. It is usually modelled in a static fashion; however, in practice, new requests by customers arrive after the initial workday plan is in progress. In this case, routes must be re-planned dynamically. This paper investigates the Dynamic Vehicle Routing Problem with Time Windows (DVRPTW) in which customers' requests can be either known at the beginning of working day or occur dynamically over time. We propose a hybrid heuristic algorithm that combines the Harmony Search (HS) algorithm and the Variable Neighborhood Descent (VND) algorithm. It uses the HS to provide global exploration capabilities and uses the VND for its local search capability. In order to prevent premature convergence of the solution, we evaluate the population diversity by using entropy. Computational results on the Lackner benchmark problems show that the proposed algorithm is competitive with the best existing algorithms from the literature.
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1. Introduction

The Vehicle Routing Problem (VRP) was first introduced in 1959 [1]. Since then, it has become a central research problem in the field of operation research and is also an important application in the areas of transportation, distribution and logistics. The problem involves a depot, some customers, and some cargo. The cargo must be delivered from a central depot to customers at various locations using several vehicles. This is a combinatorial optimization problem in which the goal is to find an optimal solution that satisfies the service requirements, routing restrictions and vehicle constraints.

Since Dantzig and Ramser's work [1], there has been an increasing number of publications that address this problem. Specifically, thanks to recent advances in information and communication technologies, vehicle fleets can now be managed in real time. In this context, Dynamic Vehicle Routing Problems (DVRPs) are becoming increasingly important [2-4]. Many different approaches for solving DVRPs can be found in the literature. To the best of our knowledge, the first application of an optimization technique to DVRP is Psaraftis's work [5], in which Psaraftis proposed a dynamic programming approach. Bertsimas and Van Ryzin [6] considered a DVRP model with a single vehicle and no capacity restrictions where requests appear randomly. They characterized the problem by a generic mathematical model that regarded waiting time as the objective function. Regarding DVRPTW, Chen et al. [7] proposed a dynamic column generation algorithm for the DVRPTWs based on their notion of decision epochs over the planning horizon, which indicate the best times of the day to execute the re-optimization process. Oliveira et al. [8] addressed the issue that arises with customers whose demands take place in real time in the DVRPTW and a capacitated fleet. Their solution was obtained through a metaheuristic approach using an ant colony system. Hong [9] also considered time windows and the fact that some requests may be urgent. This work adopted a continuous re-optimization approach and used a large neighborhood search algorithm. When a new
request arrives, it is immediately considered to be included in the current solution; therefore, it runs the large neighborhood search again to obtain a new solution. de Armas et al. [10] tackled a DVRPTW with several real-world constraints. Similar to Hong’s work, they also adopted a continuous re-optimization approach, but they calculated solutions using a variable neighborhood search algorithm.

As we known, for large-scaled DVRPTW, it is very difficult to develop exact methods to solve this type of problem. The majority of the existing studies deal with the metaheuristics and intelligent optimization algorithms. Harmony Search (HS) algorithm is a meta-heuristic algorithm, developed in [11]. This algorithm imitates the behaviors of musical improvisation process. The musician adjustment band of each instrument in the tones, relying on his own memory in the music creation, and finally the tones reach a wonderful harmony state. Similarly, it has been successfully employed by many researchers to solve various complex problems such as university course scheduling [12,13], nurse rostering [14], water network design [15], and the Sudoku puzzle [16]. Due to its optimization ability, the HS algorithm has also been employed as a search framework to solve VRPs. To solve the Green VRP (an extension of the classic VRP), Kawtummachai et al. [17] presented a hybrid algorithm based on the HS algorithm in which the HS is hybridized by a local improvement process. They tested the proposed algorithm with a real case from a retail company, and the results indicated that the method could be applied effectively to the case study. Moreover, Pichpibul et al. [18] presented a modified HS algorithm for the capacitated VRP and incorporated the probabilistic Clarke-Wright savings algorithm into the harmony memory mechanism to achieve better initial solutions. Then, the roulette wheel selection procedure was employed with the harmony improvisation mechanism to improve its selection strategy. The results showed that the modified HS algorithm is competitive with the best existing algorithms. Recently, Yassen et al [19] proposed a meta-HS algorithm (meta-HAS) to solve the VRPTW. The results of comparisons confirmed that the meta-HS produces results that is competitive with other proposed methods.

As described above, the HS algorithm has been successfully applied to solve standard VRPs, but has not been applied to solve dynamic VRPs. It is well-known that VRPs is NP-hard in the general case. Because VRPs can be regarded as a special case of dynamic VRPs, dynamic VRPs are at least as hard as VRPs; therefore, HS algorithms designed for standard VRPs cannot be directly employed to solve dynamic VRPs. In this paper, we propose a Modified Harmony Search (MHS) algorithm to solve the DVRPTW. It is related to the static VRPTW, as it can be described as a routing problem in which information about the problem can change during the working day. It is a discrete-time dynamic problem, and can be viewed as a series of static VRPTW problem. Therefore, the MHS algorithm we proposed includes two parts: one is the static problem optimization, we combine the basic HS algorithm with the Variable Neighbourhood Decent (VND) algorithm, with the goal of achieving the benefits of both approaches to enhance searching. The combined HSVND algorithm distinguishes itself in three aspects: First, the encoding of harmony memory has been improved based on the characteristics of routing in VRPs. Second, this augmented HS was hybridized with an enhanced VND method to coordinate search diversification and intensification effectively. In this scheme, four neighbourhood structures were proposed. Third, in order to prevent premature convergence of the solution, we evaluate the population diversity by using entropy. The other is the dynamic customer check and insertion. Four rules were employed within the DVRPTW that address the insertion of dynamic requests into the DVRPTW. Furthermore, the MHS is verified for practical implementation by using a comparison study with other recently proposed approaches. The results show that our algorithm performs better than the compared algorithms; its average refusal rate was smallest among the three compared algorithms. Moreover, travel distances computed by our algorithm were also best in 29 out of 30 instances.

The remainder of this paper is structured as follows. The next section provides a formal mathematical model of DVRP. The notations are briefly described in Section 2. Section 3 describes the main framework and details the development of the HSVND algorithm for DVRP. The experimental setting and results are presented in Section 4. Finally, Section 5 summarizes the major conclusions of this article and recommends some possible directions for future research.
2. Problem definition

The DVRPTW can be mathematically modelled by an undirected graph $G = (V, E)$, where $V = \{v_0, v_1, \ldots, v_n\}$ is the set of vertices including the depot $v_0$ and the $n$ customers $\{v_1, \ldots, v_n\}$, also called requests, orders or demands; and $E = \{(i, j) : i, j \in V, i \neq j\}$ is the set of edges between each pair of vertices. Each vertex $v_i$ has several nonnegative weights associated with it, namely, a request time $\tau_i$, a location coordinates $(x_i, y_i)$, the demand $q_i$, service time $s_i$, and an earliest $e_i$ and latest $l_i$ possible start time for the service, which define a time window $[e_i, l_i]$, while $[e_0, l_0]$ is the service time range. At the same time, each edge $(i, j)$ is associated a travel time $t_{ij}$ and a travel distance $d_{ij}$.

A total number of $|N|$ customers are to be served by fixed size fleet $K$ of identical vehicles, each vehicle $k$ has associated with a nonnegative capacity $Q$. Every customer has arrival time $a_i$, begin service time $b_i$. Particularly, the vehicle is only allowed to start the service no earlier that the earliest service time $b_i = \max(a_i, e_i)$. In other words, if a vehicle arrives earlier than $e_i$, it must wait until $e_i$. The customers can be divided into two groups, static customers ($V_S$) and dynamic customers ($V_D$), according to the time at which the customers made their requests. Customers in $V_S$ whose locations and demands are known at the beginning of the planning horizon (i.e., time 0), are also called priority customers because they must be serviced within the current day. The locations and demands of customers who belong to set $V_D$ will be known only at the time of the order request. These customers call in requesting on-site service over time.

The objective is to accept as many requests as possible while finding a feasible set of routes with the minimum total travelled distance. The goal we consider here is a hierarchical approach, which is similar to the goal defined in [10]. The objective functions are considered in a lexicographic order as follows.

- Number of refused customers
- Total travelled distance.
- Total number of routes.

Note that [10] included 7 objective functions: total infeasibility (the sum of the times that the customers’ time windows are exceeded), number of postponed services, number of extra hours (sum of the times that vehicles’ working shifts are exceeded), number of extra hours (sum of the times that the vehicles’ working shifts are exceeded), total travelled distance, total number of routes, and time balance (the difference between the longest and shortest route time travelled by any individual vehicle). They regarded the time windows as soft constraints; consequently, they needed to consider these additional objective functions. In contrast, because we regarded the time windows as hard constraints, the objective functions related to time windows could be removed.

The DVRPTW can be modelled by the following formulas. First, we introduce three binary decision variables $\xi_{ijk}$, $\chi_k$ and $\lambda_i$, which are defined as follows:

$\xi_{ijk} = 1$ if edge $(i, j)$ is travelled by vehicle $k$ and 0 otherwise.

$\chi_k = 1$ if vehicle $k$ is used and 0 otherwise.

$\lambda_i = 1$ if the dynamic customer $v_i$ is accepted.

Then the main objective can be described as the following formula:

$$\min \sum_{i=1}^{N} (1 - \lambda_i)$$  \hspace{1cm} (1)

$$\min \sum_{(i,j) \in E} \sum_{k \in K} d_{ij} \cdot \xi_{ijk}$$  \hspace{1cm} (2)

$$\min \sum_{k=1}^{K} \chi_k$$  \hspace{1cm} (3)

s.t.
\[
\sum_{i \in V} \xi_{ijk} = \sum_{i \in V} \xi_{jik}, 1 \leq j \leq n, k \in K \tag{4}
\]
\[
\sum_{k \in K} \sum_{j \in V} \xi_{ijk} = 1, 1 \leq i \leq n \tag{5}
\]
\[
\sum_{j \in V} \xi_{0jk} = \sum_{i \in V} \xi_{iok} = 1, k \in K \tag{6}
\]
\[
\sum_{i \in V} \sum_{j \in V} q_i \xi_{ijk} \leq Q_k, k \in K \tag{7}
\]
\[
a_i = \begin{cases} 
eq 0, & i = 0 \\ b_{i-1} + s_i + t_{i,i-1}, & 1 \leq i \leq n + 1 \end{cases} \tag{8}
\]
\[
b_i = \max\{a_i, e_i\} \tag{9}
\]
\[
z_i = \begin{cases} l_0, & i = n + 1 \\ \min(z_{i+1} - t_{i,i+1} - s_i, l_i), 0 \leq i \leq n \end{cases} \tag{10}
\]
\[
e_i \leq b_i \leq z_i \leq l_i \tag{11}
\]
\[
\xi_{ijk}, \forall k, \lambda_i \in \{0,1\} \tag{12}
\]

where \(a_i\) is the vehicles arrive time at the customer \(v_i\), and \(b_i\) is the actual start time of \(v_i\), so \(b_i = \max(a_i, e_i)\) as Eq. (9) stated. In addition, for each customer \(i\), let \(z_i\) indicates the reverse arrival time, defined as eq.10.

The objective function (1) minimizes the number of refused customers, (2) aims to minimize the travel distance, (3) minimizes the total number of routes. Eq. (4) is a flow conservation constraint: each customer \(j\) must have its in-degree equal to its out-degree, which is at most one. Eq. (5) ensures that each customer \(i\) \((1 \leq i \leq n)\) must be visited by exactly one vehicle. Eq. (6) ensures that every route starts and ends the central depot. Eq. (7) specifies the capacity of each vehicle. Eq. (8)-(11) define the time windows. Finally, Eq. (12) imposes restrictions on the decision variables.

The degree of dynamism of a problem (Dod) [20] is defined to represent how many dynamic requests occur in a problem. Let \(n_s\) and \(n_d\) be the number of static and dynamic requests, respectively. Then, the Dod is described as follows:

\[
Dod = \frac{n_d}{n_s + n_d} \times 100\% \tag{13}
\]

where Dod varies between 0 and 1. When Dod is equal to 0, all the requests are known in advance (static problem), whereas when it is equal to 1, all the requests are dynamic.

3. Solution approach

In this section, we present a meta-heuristic algorithm to solve the DVRPTW. First, we introduce the framework of the heuristic algorithm to show how it can solve DVRPTWs interactively. Then, we discuss the details of the proposed harmony search-based algorithm, including its initialization, the way it improvises new solutions and its VND-based local search method. Finally, we present some strategies used to accommodate dynamic requests.

3.1. The framework of the general algorithm

The general algorithm to solve a DVRPTW interactively is summarized in Algorithm 1. First, the routes and deliveries to the static customers are solved by HSVND, which is our proposed harmony search-based algorithm described in Section 3.2. HSVND will return the best solution found, in which all the static customers have been inserted into routes. Consequently, the fleet can start to deliver goods for the customers based on the routes found in this solution. Then, dynamic customers submit
requests. When a new dynamic customer request occurs, the algorithm will immediately check the feasibility of servicing the request Algorithm 3 (discussed in Section 3.3). If the request is acceptable, it then invokes the HSVND again to rearrange all the known customer requests that have not been serviced so far. Otherwise, the request will be rejected. This dynamic procedure is repeated until there are no new requests. Then, the entire solution including service for all static and dynamic customers’ requests will be returned by the general algorithm.

Function 1. general algorithm–MHS

1: $S ← ϕ$
2: $S ← HSVND(S, V_S, 0)$ //solve static customers
3: $t ← 0$
4: while $(t < l_0)$ do
5: $D_t ← \text{CheckRequests}(S, t)$
6: $S ← HSVND(S, D_t, t)$
7: $t ← t + 1$
8: end while
9: return $S$

The following subsections discuss the HSVND algorithm and the method for inserting dynamic customer requests in more detail.

3.2. The framework of HSVND

In this section, we describe the core of the MHS that incorporates two known methods: the Harmony Search (HS) algorithm and the Variable Neighbourhood Descent (VND) algorithm. This hybrid algorithm, called HSVND, benefits from the strengths of both HS and VND; the HS has high global search capability while the VND excels at local search.

The HS algorithm was proposed by Geem et al. [11] based on the way musicians improvise new harmonies in memory. HS is a population-based evolutionary algorithm in which the solutions are represented by the harmonies and the population is represented by harmony memory. The HS is an iterative process that starts with a set of initial solutions stored in harmony memory (HM). Each iteration generates a new solution, and then, the objective function is used to evaluate the quality of the new solution. The HS method will replace the worst solution with the new solution if the new solution is of better quality than the worst solution in HM. This process repeats until a predetermined termination criterion is met. The pseudocode of the HSVND is given in Algorithm 2.

The HSVND algorithm consists of the following six steps: initialization, evaluation, improvising a new solution from the HM, local searching by VND, updating the HM, and checking the termination criteria. After initialization, the hybrid algorithm improves solutions iteratively until a termination criterion is satisfied. The following subsections explain each step in the HSVND algorithm in detail.

3.2.1. Initialization

During initialization, the parameters for HS are initialized first. These parameters are: (i) the Harmony Memory Size (HMS), which determines the number of initial solutions in HM; (ii) Harmony Memory Consideration Rate (HMCR), which determines the rate at which values are selected from HM solutions; (iii) Pitch Adjustment Rate (PAR), which determines the rate of local improvement; and (iv) the number of improvisations (NI), which corresponds to the maximum number of iterations allowed for improving the solution. Next, the initial solution population will be generated randomly and stored in the HM. The number of solutions that will be generated is HMS. These solutions are sorted in ascending order with respect to their objective function values.
Algorithm 2. HSVND (S, V, t)

1: initialize all parameters: HMS, HMCR, PAR, NI, S_best
2: update the location of each vehicle in S at time t use eq. (15).
3: remove the unvisited customers from S and insert into V.

4: for (i = 1; i ≤ HMS; i++) do
   // HM initialization
   5: initialize a solution S_i randomly
   6: if (f(S_i) < f(S_best)) then
      7: S_best ← S_i
   8: end if
   9: end for
10: repeat
11: improvising a new solution S*
12: if (S* is infeasible) then
13: repair the solution
14: end if
15: VND(S*)
16: if (f(S*) is better than the worst HM member) then
17: replace the worst HM member with S*. // HM update
18: end if
19: if (f(S*) < f(S_best)) then
20: S_best ← S*
21: end if
22: compute the population entropy // entropy evaluation
23: if (the population entropy increase or remain constant) then
24: remove the highest frequency of harmonies
25: re-generates new harmonies
26: end if
27: until a preset termination criterion is met. // checking termination criterion
28: return S_best.

The population is also initialized. HM is represented by a matrix of three dimensions. The rows contain a set of solutions, and the columns contain the vehicles (routes) for each solution S_i. Each vehicle route r_{ij} can be considered as a sequence of customers (v_0, v_1, ..., v_n, v_{n+1}), where v_0 and v_{n+1} represent the depot. In classical HS, the dimensions of each harmony in HM must be same [11]. In our study, a harmony represents a set containing m vehicles (routes). Therefore, the dimension of each harmony in HM can be different, as shown in Eq. (14).

\[
HM = \left\{ S_1, S_2, ..., S_i, ..., S_{HMS} \right\} = \left\{ \left( r_{11}, r_{12}, ..., r_{1j}, ..., r_{1m_i} \right), \left( r_{21}, r_{22}, ..., r_{2j}, ..., r_{2m_2} \right), ..., \left( r_{HMS1}, r_{HMS2}, ..., r_{HMSj}, ..., r_{HMSm_{HMS}} \right) \right\}
\]  

(14)

where m_i is the total number of vehicles in solution S_i.

In DVRP, a decision that waiting or moving should be made when a vehicle finishes servicing a customer. In this paper, we introduce an Anticipatory Waiting strategy. Assume that the actual time is t. Vehicle k has finished serving customer v_k and is ready to serve the next customer v_{k+1}. We allow the vehicle to wait at the v_k location until b_y - t_{xy}. Consequently, the vehicle will be wait at the current location, when

\[ b_y - t_{xy} > t \]  

(15)
Solutions in the population are constructed by generating vehicle routes iteratively. The algorithm sequentially opens routes and fills them with customers until no more customers can be inserted while still keeping the routes feasible. More precisely, the procedure chooses an unrouted customer and tries to insert it into the current route to generate a feasible route that includes the customer. This step will be repeated as long as customers can be inserted into the route without violating any constraint. When this is no longer possible, the route is closed, added into the solution S, and the procedure continues with the next vehicle route until all the customers have been inserted into the solution.

3.2.2. Evaluating population entropy

The diversity of the harmony is set according to the population entropy, and it is defined as follows:

\[ p_i(x) = \frac{f(s_i)}{\sum_{i=1}^{\text{HMS}} f(s_i)} \]  

(16)

\[ E(x) = -\sum_{i=1}^{\text{HMS}} p_i \cdot \ln p_i / \ln \text{HMS} \]  

(17)

where \( \text{HMS} \) is the harmony memory size, \( f(s) \) is the objective function value of \( i \)-th harmony, and \( E(x) \) is normalized population entropy. In each generation, after update HM, the population entropy is computed. If the population entropy increase or remain constant, it would certainly have taken place in premature convergence. Then, the best harmony will retain. For the others, it counts its frequency in the HM, removes the highest frequency of harmonies, and then generates new harmonies.

3.2.3. Improvising a new solution

A new solution \( S = (r_1, r_2, \ldots, r_m) \) is improvised based on three rules: (i) random selection, (ii) memory consideration, and (iii) pitch adjustment. The random selection rule allows vehicle \( r \) to choose a route from the whole search range randomly. In addition to random selection, vehicle \( r \) can take the route from previous routes for the same vehicle stored in HM such that \( r \in \{r_1, r_2, \ldots, r_{\text{HMS}}\} \).

After a new pitch (route) is generated from memory, it is further considered to determine whether pitch adjustment is required. Specifically, the new solution is generated as follows: First, create an empty solution \( S \); next, generate a random number \( p \) in the range \([0, 1]\). If \( p \) is less than the HMCR, choose one route from HM and add it to \( S \). Otherwise, generate new route randomly and append it to \( S \). Specifically, new pitches (routes) are generated as follows.

\[ r_i \leftarrow \begin{cases} \text{rand} \left( \{ r_{1i}, r_{2i}, \ldots, r_{\text{HMS}i}\} \right) & \text{w.p.} \quad \text{HMCR} \\ \text{randomly generate} & \text{w.p.} \quad (1 - \text{HMCR}) \end{cases} \]  

(18)

If the new route is selected from the HM, then the probability that is will be pitch adjusted is the PAR, where \( \text{PAR} \in [0, 1] \). We produce a random number \( q \) between 0 and 1, if \( q \) is smaller than the PAR, then the current route will be modified via a randomly selected neighboring strategy. The improvisation process ends when the number of vehicles in the new solution \( S \) is equal to the smallest one stored in HM. For DVRP, different neighborhood structures have been used to improve the routes locally. Hence, we used three neighborhood search methods as follows:

- **Shift**: This operation selects a customer randomly and moves it from its current position to a new random position in the same route. For example, in Figure 1b, customer 2 was selected and moved after the 6th customer.

- **Exchange**: This operation selects two customers randomly and exchanges their positions in the same route. In Figure 1c, the positions of customers 2 and 6 were swapped.

- **Invert**: This operation selects two customers randomly and inverts a subsequence between them in the same route. In Figure 1d, edges (1, 2) and (6, 7) were deleted and edges (1, 6) and (2, 7) were linked; thus, the subsequence from 2 to 6 was inverted.
Note that any local change leading to an infeasible route will be discarded; only feasible routes are accepted. Each of neighbourhood structure is controlled by a specific PAR range as follows:

\[
\begin{align*}
    r_i \leftarrow \begin{cases} 
    \text{Shift} & 0 \leq q < \frac{1}{3} \text{PAR} \\
    \text{Exchange} & \frac{1}{3} \text{PAR} \leq q < \frac{2}{3} \text{PAR} \\
    \text{Invert} & \frac{2}{3} \text{PAR} \leq q < \text{PAR} \\
    \text{Nothing} & \text{PAR} \leq q \leq 1
    \end{cases}
\end{align*}
\]

Figure 1. Pitch-adjusted neighbourhood structures

As the preceding figure shows, the new solution \( S \) may be infeasible because some customers may be missed or repeated. Therefore, after a new solution is produced during the improvisation process, we must check its feasibility. A repair technique is utilized to transform an infeasible solution into a feasible solution using the following two steps: first, we identify customers who are neither scheduled nor replicated in the new solution. Then, we delete any repeated customers from the old route, and, finally, either assign the missed customers to any route that can accept them or generate a new route for them.

3.2.4. The VND method

After improvising a new solution, we use the VND method to further optimize the solution. To make the VND method available for a DVRPTW, it is necessary to define appropriate neighbourhood structures for DVRPTW solutions. We propose four different neighbourhood structures as follows:

**Swap**: Select one customer from a route and another customer from another route and then swap them (see Figure 2a).

**2-opt**: Choose two routes and exchange the last parts of both routes after choosing two selection points, one from each route (see Figure 2b).

**String-Exchange**: Select a subsequence of customers from one route and another subsequence of customers from another route and exchange both subsequences (where \( d \) represents the maximum length of the subsequences) (see Figure 2c).

**Relocation**: Delete one customer from one route and insert it into another route (see Figure 2d).
The proposed VND method is shown in Algorithm 3, starting with the first structure $N_1$. In each iteration, the algorithm finds a solution $S^*$ in the current neighbourhood structure with the smallest objective function value (line 4). In the evaluation step, if $f(S^*) < f(S)$, then solution $S^*$ becomes the next incumbent solution (line 6) and the algorithm continues to use $N_l$ (line 7); otherwise, it explores the next neighbourhood structure (line 9). When the last structure, $N_{l_\text{max}}$ has been applied and no further improvements are possible, the VND method is terminated and returns the final local optimal solution.

### 3.2.5. Updating the HM.

The new solution is substituted and added into the HM if it is better than the worst harmony solution in HM in terms of the objective function value. Otherwise, the newly created solution is rejected. Then, the HM is sorted again by objective function value.
3.2.6. Checking the termination criteria

The procedures of the HS continue until a termination criterion is satisfied. We employed three termination criteria: (1) reaching the maximum number of improvisations (NI), (2) no improvement occurred after a certain number of improvisations (CUIN), and (3) the best solution in HM reached a certain value (CBS). It will stop if one of the termination criteria is satisfied.

3.3 Inserting dynamic requests

Required information about a dynamic request such as its customer location and time window is acquired when the request arrives. Moreover, at a given time point, vehicles may either be servicing a customer, waiting for a customer, or moving towards the next customer. Our DVRPTW algorithm should first determine whether requests arriving at this time point can be accepted and, if so, which vehicles and which time points can service them. The algorithm should reject requests for which no vehicle can be scheduled to service them. To decide to accept or reject a request, we shall discuss some insertion rules.

**Rule 1: Time Window Constraints.** Suppose customer \( v_h \) requests service at time \( \tau_h \), and vehicle \( k \) is visiting customer \( v_k \) or is on the way to visit that customer based on the planned route \( r \). For the new request to be inserted into the solution, it must satisfy at least one vehicle \( k \) or schedule a new vehicle that can arrive at \( v_h \) before the end of the customer’s time window. The rule is expressed as follows:

\[
 b_k + s_k + t_{k,h} \leq l_h \quad \exists k \in K
\]

or

\[
 \tau_h + t_{0,h} \leq l_h \wedge \tau_h + 2 \cdot t_{0,h} + s_h \leq l_0
\]

**Rule 2: Capacity Constraints.** A customer \( v_h \) can be inserted into route \( r \) (assume it is served by vehicle \( k \)) if it does not violate vehicle \( k \)'s capacity constraint. The rule to check this condition is expressed as follows:

\[
 q_h + \sum_{i \in r} q_i \leq Q_k \quad \exists k \in K
\]

**Rule 3: Direct Insert.** A new customer \( v_h \) can be inserted between customers \( v_x \) and \( v_y \) in route \( r \) if it allows the vehicle to arrive at \( v_h \) before the end of its time window and also services \( v_h \) after the beginning of its time window. The rule is expressed as follows:

\[
 \begin{cases}
 b_x + s_x + t_{x,h} \leq l_h \\
 z_y - t_{y,h} - s_h \geq e_h \\
 b_h \leq z_h
\end{cases}
\]

**Rule 4: Split Insert.** This rule governs the condition when customer \( v_h \) cannot be inserted at any position in route \( r \); however, if route \( r \) is split into two routes \( (r_1 \text{ and } r_2) \) and the customer \( v_h \) can be inserted into either of these two new routes (using Rules 3 and 4), then the customer can be accepted. A route \( r=(0, \ldots, v_x, v_y, \ldots, 0) \) can be split into \( r_1=(0, \ldots, v_x, 0) \) and \( r_2=(0, v_y, \ldots, 0) \) if:

\[
 z_y - t_{y,h} \geq \tau_h
\]

The dynamic requests are checking and inserting as following:

**Algorithm 4 CheckRequests \((S, t)\)**

1: \( D_t \leftarrow \{\text{dynamic customers are request in time } t\} \)
2: update the location of each vehicle in \( S \) by using insertion Rule 5.
3: for (each dynamic customer \( i \) in \( D_t \)) do
   //decide whether to accept or reject customer \( i \) by using insertion Rules 1-4.
   if it satisfies Rules 1&2 then
6: attempts to inserted the customer \( i \) into an any existing route by Rule 3.
7: if not, apply Rule 4 to split a route into two new routes
8: attempts to inserted by Rule 3 again for each two newly routes
9: if not, reject it.
10: else
11: reject it.
12: end if
5: if (reject)
6: add \( i \) to reject pool
7: remove \( i \) from \( D_t \)
8: end if
9: end for
10: return \( D_t \)

4. Experimental results

This section shows the computational results obtained from intensive experiments using the proposed HSVND. We implemented the HSVND using the C# programming language compiled for the .NET Framework 4.5 and executed all the experiments on a PC with an Intel® Pentium® CPU G645 processor clocked at 2.90 GHz with 2 GB of RAM running the Windows 7 operating system.

The experiments were performed on the Lackner benchmark, which originated from the standard Solomon benchmark. In this benchmark, 100 customers are distributed in a Euclidean plane over a 100×100 square areas, where travel times between customers equal the corresponding distances. The benchmark is divided into six groups, named R1, R2, C1, C2, RC1, and RC2, respectively. Each group contains 8 to 12 instances, so there are 56 instances in total. To accommodate the dynamic portion of the test, each instance is associated with one of five different degrees of dynamism, 10%, 30%, 50%, 70%, and 90%, respectively. In the following experiments, we label each instance using the notation “Group-Index-Dod”, where Group is the group name that instance belongs to, Index is its index within the group (using two Arabic numerals), and Dod is its dynamic degree value. For example, the label “R1-05-70” denotes the fifth instance in group R1, and that instance contains 70 dynamic customers.

4.1. Parameter settings

This subsection investigates the HSVND parameters HMS, HMCR and PAR, as well as the convergence speed. We randomly selected 15 instances for these experiments. They are “C1-01-50”, “C1-05-90”, “C2-01-30”, “C2-07-10”, “R1-03-30”, “R1-09-70”, “R1-03-10”, “R2-03-50”, “R2-06-10”, “R2-09-70”, “RC1-04-50”, “RC1-06-90”, “RC2-02-70”, “RC2-03-90”, and “RC2-08-30”. For each instance, 10 independent runs were carried out. Because we split the DVRP into a series of static VRPs during the solving process, we only use the static customers at the beginning of the planning horizon \((t=0)\) in all experiments, and we set the termination condition of the algorithm to consider only the maximum number of improvisations \((NI=1000)\). Tables 1–3 show the results of the optimization of the objective functions using different settings for HMS, HMCR and PAR.

The results in Table 1 demonstrate that the performance of the HSVND depends on the size of the HM: the larger the HMS is, the better the mean results are. Consequently, using larger values for HMS can achieve better solutions with lower objective function values. This may occur because having a larger number of solutions in the HM provides better shift patterns that are more likely to be combined into good new solutions. Therefore, HMS=30 is chosen for all benchmark instances.
Table 1. The mean results of the HSVND with different HMS values.

<table>
<thead>
<tr>
<th>Instance</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1-01-50</td>
<td>706.23</td>
<td>706.23</td>
<td>706.23</td>
<td>706.23</td>
<td>706.23</td>
<td>706.23</td>
</tr>
<tr>
<td>C1-05-90</td>
<td>286.13</td>
<td>285.06</td>
<td>285.06</td>
<td>285.06</td>
<td>285.06</td>
<td>286.13</td>
</tr>
<tr>
<td>C2-01-30</td>
<td>535.42</td>
<td>535.42</td>
<td>535.42</td>
<td>535.42</td>
<td>535.42</td>
<td>535.42</td>
</tr>
<tr>
<td>C2-07-10</td>
<td>568.77</td>
<td>568.77</td>
<td>568.77</td>
<td>568.77</td>
<td>568.77</td>
<td>568.77</td>
</tr>
<tr>
<td>R1-03-30</td>
<td>980.92</td>
<td>980.85</td>
<td>980.33</td>
<td>977.67</td>
<td>985.17</td>
<td>980.57</td>
</tr>
<tr>
<td>R1-03-10</td>
<td>1189.33</td>
<td>1190.39</td>
<td>1188.02</td>
<td>1194.07</td>
<td>1190.53</td>
<td>1192.57</td>
</tr>
<tr>
<td>R1-09-70</td>
<td>444.40</td>
<td>444.85</td>
<td>442.59</td>
<td>443.04</td>
<td>443.85</td>
<td>444.10</td>
</tr>
<tr>
<td>R2-03-50</td>
<td>632.12</td>
<td>623.88</td>
<td>629.89</td>
<td>619.93</td>
<td>620.56</td>
<td>625.42</td>
</tr>
<tr>
<td>R2-06-10</td>
<td>904.03</td>
<td>890.96</td>
<td>909.91</td>
<td>878.53</td>
<td>910.96</td>
<td>917.38</td>
</tr>
<tr>
<td>R2-09-70</td>
<td>479.90</td>
<td>479.28</td>
<td>478.23</td>
<td>473.05</td>
<td>473.93</td>
<td>474.35</td>
</tr>
<tr>
<td>RC1-04-50</td>
<td>758.43</td>
<td>757.28</td>
<td>757.12</td>
<td>757.40</td>
<td>757.51</td>
<td>756.25</td>
</tr>
<tr>
<td>RC1-06-90</td>
<td>259.43</td>
<td>259.43</td>
<td>259.43</td>
<td>259.43</td>
<td>259.43</td>
<td>259.43</td>
</tr>
<tr>
<td>RC2-02-70</td>
<td>569.12</td>
<td>568.58</td>
<td>571.81</td>
<td>571.81</td>
<td>571.81</td>
<td>571.81</td>
</tr>
<tr>
<td>RC2-03-90</td>
<td>265.61</td>
<td>265.61</td>
<td>265.61</td>
<td>265.61</td>
<td>265.61</td>
<td>265.61</td>
</tr>
<tr>
<td>RC2-08-30</td>
<td>747.95</td>
<td>748.86</td>
<td>735.77</td>
<td>742.39</td>
<td>745.45</td>
<td>747.59</td>
</tr>
</tbody>
</table>

As listed in Table 2, the performance of the proposed algorithm to deteriorate by increasing the number of random selections when HMCR values are below 0.8. However, perturbation is necessary to bring diversity to the HM and avoid local minima. Therefore, we suggest a value of 0.8 for the HMCR based on the experimental results.

Table 2. The mean results of the HSVND with different HMCR values

<table>
<thead>
<tr>
<th>Instance</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1-01-50</td>
<td>706.23</td>
<td>706.23</td>
<td>706.23</td>
<td>706.23</td>
<td>706.23</td>
</tr>
<tr>
<td>C1-05-90</td>
<td>285.06</td>
<td>285.06</td>
<td>285.06</td>
<td>286.13</td>
<td>285.06</td>
</tr>
<tr>
<td>C2-01-30</td>
<td>535.42</td>
<td>535.42</td>
<td>535.42</td>
<td>535.42</td>
<td>535.42</td>
</tr>
<tr>
<td>C2-07-10</td>
<td>568.77</td>
<td>568.77</td>
<td>568.77</td>
<td>568.77</td>
<td>568.73</td>
</tr>
<tr>
<td>R1-03-30</td>
<td>980.85</td>
<td>984.84</td>
<td>982.53</td>
<td>982.12</td>
<td>984.08</td>
</tr>
<tr>
<td>R1-03-10</td>
<td>1194.61</td>
<td>1194.61</td>
<td>1197.47</td>
<td>1194.22</td>
<td>1197.23</td>
</tr>
<tr>
<td>R1-09-70</td>
<td>444.40</td>
<td>445.30</td>
<td>445.35</td>
<td>444.81</td>
<td>447.66</td>
</tr>
<tr>
<td>R2-03-50</td>
<td>623.86</td>
<td>624.63</td>
<td>614.65</td>
<td>646.19</td>
<td></td>
</tr>
<tr>
<td>R2-06-10</td>
<td>915.68</td>
<td>899.75</td>
<td>910.53</td>
<td>886.24</td>
<td></td>
</tr>
<tr>
<td>R2-09-70</td>
<td>477.34</td>
<td>484.11</td>
<td>483.45</td>
<td>479.04</td>
<td></td>
</tr>
<tr>
<td>RC1-04-50</td>
<td>757.74</td>
<td>758.86</td>
<td>756.36</td>
<td>761.30</td>
<td></td>
</tr>
<tr>
<td>RC1-06-90</td>
<td>259.43</td>
<td>259.43</td>
<td>259.43</td>
<td>259.43</td>
<td></td>
</tr>
<tr>
<td>RC2-02-70</td>
<td>569.12</td>
<td>563.74</td>
<td>555.66</td>
<td>560.51</td>
<td></td>
</tr>
<tr>
<td>RC2-03-90</td>
<td>265.61</td>
<td>265.61</td>
<td>265.61</td>
<td>265.61</td>
<td></td>
</tr>
<tr>
<td>RC2-08-30</td>
<td>753.12</td>
<td>767.84</td>
<td>767.31</td>
<td>762.27</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows that small PAR values reduce the convergence rate of the HSVND. Based on the experimental results, we suggest using PAR values greater than 0.6.
We also evaluated the convergence speed of the HSVND. In this experiment, we set HMS=30, HMCR=0.8, and PAR=0.6 as described above. In the same way as the previous experiments, for each instance we ran the HSVND 10 times and terminated it after a maximum of NI=1000 iterations. The maximum and average of the Continuous Unimproved Iteration Number (CUIN) and the Count of Best Solutions (CBS) are reported in Table 4, where CUIN indicates the number of iterations required to find the next local optimal solution from the current local optimal solution. During this period between the current best solution and the next one, CBS is defined as the number of solutions found that have the same objective value as the current best solution.

<table>
<thead>
<tr>
<th>Instance</th>
<th>CUIN</th>
<th>CBS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
<td>Avg</td>
</tr>
<tr>
<td>C1-01-50</td>
<td>509</td>
<td>92.37</td>
</tr>
<tr>
<td>C1-05-90</td>
<td>911</td>
<td>42.95</td>
</tr>
<tr>
<td>C2-01-30</td>
<td>101</td>
<td>12.31</td>
</tr>
<tr>
<td>C2-07-10</td>
<td>131</td>
<td>24.66</td>
</tr>
<tr>
<td>R1-03-30</td>
<td>662</td>
<td>51.77</td>
</tr>
<tr>
<td>R1-03-10</td>
<td>611</td>
<td>75.46</td>
</tr>
<tr>
<td>R1-09-70</td>
<td>356</td>
<td>34.12</td>
</tr>
<tr>
<td>R2-03-50</td>
<td>152</td>
<td>23.45</td>
</tr>
<tr>
<td>R2-06-10</td>
<td>560</td>
<td>118.37</td>
</tr>
<tr>
<td>R2-09-70</td>
<td>563</td>
<td>40.15</td>
</tr>
<tr>
<td>RC1-04-50</td>
<td>713</td>
<td>126.00</td>
</tr>
<tr>
<td>RC1-06-90</td>
<td>71</td>
<td>30.63</td>
</tr>
<tr>
<td>RC2-02-70</td>
<td>152</td>
<td>19.34</td>
</tr>
<tr>
<td>RC2-03-90</td>
<td>49</td>
<td>21.30</td>
</tr>
<tr>
<td>RC2-08-30</td>
<td>815</td>
<td>148.10</td>
</tr>
</tbody>
</table>

From Table 4, it can be seen that, on average, the HSVND requires at least 13 iterations to find a new local optimal solution, while, at most, it requires 150 iterations. During the search, it finds at
least one solution and, at most, finds 7 solutions with the same objective value. Consequently, we set the other termination conditions as follows: CUIN=200 and CBS=10.

<table>
<thead>
<tr>
<th>G</th>
<th>D</th>
<th>Avg. Vehicle number</th>
<th>Avg. total distance</th>
<th>Avg. insertion time</th>
<th>Ratio refuse service</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSVND</td>
<td>ILNS</td>
<td>GVNS</td>
<td>HSVND</td>
<td>ILNS</td>
<td>GVNS</td>
</tr>
<tr>
<td>90</td>
<td>13.58</td>
<td>14.25</td>
<td>14.67</td>
<td>1214.29</td>
<td>1335.94</td>
</tr>
<tr>
<td>70</td>
<td>13.50</td>
<td>14.33</td>
<td>14.75</td>
<td>1223.57</td>
<td>1331.34</td>
</tr>
<tr>
<td>50</td>
<td>13.92</td>
<td>14.08</td>
<td>14.58</td>
<td>1224.42</td>
<td>1295.81</td>
</tr>
<tr>
<td>30</td>
<td>13.58</td>
<td>13.92</td>
<td>14.25</td>
<td>1214.46</td>
<td>1286.63</td>
</tr>
<tr>
<td>10</td>
<td>13.75</td>
<td>13.50</td>
<td>14.17</td>
<td>1216.82</td>
<td>1257.08</td>
</tr>
</tbody>
</table>

### 4.2. Comparison with existing algorithms

To assess the performance of the proposed HSVND algorithm, we ran the algorithm on the Lackner benchmark instances and compared it with two existing methods: ILNS [9] and GVNS [10]. Comparisons were made concerning these algorithms based on the ratios of refused service, the number of vehicles required, and the total distance travelled. To collect the experimental data, ten separate runs were performed for each instance and for each degree of dynamism from the Lackner benchmark. We recorded the best execution from the ten runs and calculated average values for each group. Items in boldface text in these tables indicate matches with the current best-known solution.

We set the HS parameters as follows: HMS = 30, HMCR = 0.8, PAR = 0.6, NI = 1000, CUIN = 200, and
CBS=10. Table 5 lists the comparison results, where the first column indicates the group of instances (G), the second column shows the degrees of dynamism (D), and the other columns show the average number of vehicles, average total distance, average insertion time, and the refusal ratio, respectively. The last two rows of this table list the overall average results obtained by the different methods and the characteristics of the computers on which the algorithms were executed.

Table 6. The average performance comparison of HSVND and GVNS.

<table>
<thead>
<tr>
<th>G</th>
<th>D</th>
<th>Ratio of refuse</th>
<th>Avg. vehicle number</th>
<th>Avg. total distance</th>
<th>Avg. insertion time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>HSVND</td>
<td>GVNS</td>
<td>HSVND</td>
<td>GVNS</td>
</tr>
<tr>
<td>R1</td>
<td>90</td>
<td>2.83</td>
<td>3.33</td>
<td>14.43</td>
<td>15.34</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>2.26</td>
<td>2.42</td>
<td>14.36</td>
<td>15.31</td>
</tr>
<tr>
<td>C1</td>
<td>50</td>
<td>1.67</td>
<td>1.67</td>
<td>14.13</td>
<td>14.96</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.16</td>
<td>1.17</td>
<td>14.02</td>
<td>14.73</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.33</td>
<td>0.33</td>
<td>10.78</td>
<td>11.37</td>
</tr>
<tr>
<td>RC1</td>
<td>90</td>
<td>0.00</td>
<td>0.00</td>
<td>4.92</td>
<td>3.88</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.00</td>
<td>0.00</td>
<td>4.87</td>
<td>4.22</td>
</tr>
<tr>
<td>R2</td>
<td>50</td>
<td>0.00</td>
<td>0.00</td>
<td>4.83</td>
<td>4.49</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.00</td>
<td>0.00</td>
<td>4.80</td>
<td>4.77</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.00</td>
<td>0.00</td>
<td>4.34</td>
<td>5.49</td>
</tr>
<tr>
<td>C2</td>
<td>90</td>
<td>0.00</td>
<td>0.00</td>
<td>3.26</td>
<td>3.66</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.00</td>
<td>0.00</td>
<td>3.30</td>
<td>3.71</td>
</tr>
<tr>
<td>RC2</td>
<td>50</td>
<td>0.00</td>
<td>0.00</td>
<td>3.31</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.00</td>
<td>0.00</td>
<td>3.04</td>
<td>3.36</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.00</td>
<td>0.00</td>
<td>3.05</td>
<td>3.53</td>
</tr>
<tr>
<td>Avg.</td>
<td></td>
<td>0.41</td>
<td>0.45</td>
<td>8.84</td>
<td>9.38</td>
</tr>
</tbody>
</table>

As shown in Table 5, HSVND outperforms other methods on average. First, HSVND obtains the smallest average refusal ratio, 0.46%, whereas ILNS refused 0.50%, and GVNS refused 0.61%. Both HSVND and GVNS were able to service all requests for groups R2, C2 and RC2; consequently, they obtained the same refusal ratio (i.e., 0.00%). HSVND performed better than GVNS for groups R1 and RC1 with respect to the refusal ratio while GVNS performed best for the C1 group. On average, ILNS achieves a better refusal ratio than GVNS. The average number of vehicles required by our algorithm is lower than that of GVNS but slightly larger than that of ILNS. The average number of vehicle is
8.58, 8.50 and 8.88 for HSVND, ILNS and GVNS, respectively. However, HSVND revealed good performance in finding short distances; its average distance was 1030.28, while the average distances of ILNS and GVNS were 1100.62 and 1098.40, respectively. Note that HSVND was the best at optimizing travel distances among the three algorithms for all groups. The overall average insertion time also indicates that our proposed algorithm improves on the others; however, note that the computational environments under which the algorithms were executed are different.

Similar to the evaluation performed for GVNS, we also calculated the average performance of 10 executions for each customer and compared that with GVNS, as shown in Table 6. HSVND improved on GVNS in terms of the avg. total distance in all cases. There are 7 types, and HSVND outperformed GVNS completely on refusal ratio, avg. number of vehicles, and avg. total distance. When the refusal ratio remains constant, there are 10 types for which HSVND can find a better solution than GVNS.

Overall, our results demonstrate that HS achieved good results compared with the existing methods as our algorithm has the ability to strike a good balance between diversification and intensification for the DVRPTWs.

5. Conclusions

In this paper, we have proposed a modified harmony search for DVRPTW, called MHS, which is based on HS algorithm. First of all, the encoding of harmony memory has been improved based on the characteristics of routing in VRPs. Secondly, in order to provide an effective balance between the global diversification and local intensification, an enhanced basic variable neighborhood descent (VND) is incorporated into the iterative HS. Thirdly, the improvisation of a new harmony has also been improved. In this procedure, in order to prevent premature convergence of the solution, we evaluate the population diversity by using entropy. Finally, when dynamic requests arrive, five rules were employed within the DVRPTW that address the insertion of dynamic requests into the DVRPTW. In order to verify the efficiency of our approach, we carried out some numerical experiments by using standard benchmarks. Results are analyzed intensively by comparing with recently proposed algorithms. The comparison results show that the proposed MHS algorithm can obtain better solutions than other existing algorithms. There are several interesting future research subjects to explore. One of them can be adapting the MHS heuristic for solving other dynamic vehicle problems. Another prospective research may focus on extending the DVRPTW by introducing some realistic aspects and constraints.
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