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Abstract

One of the challenges in Content-Based Image Retrieval (CBIR) is to reduce the semantic gaps

between low-level features and high-level semantic concepts. In CBIR, the images are represented in

the feature space and the performance of CBIR depends on the type of selected feature representation.

Late fusion also known as visual words integration is applied to enhance the performance of image

retrieval. The recent advances in image retrieval diverted the focus of research towards the use of binary

descriptors as they are reported computationally efficient. In this paper, we aim to investigate the late

fusion of Fast Retina Keypoint (FREAK) and Scale Invariant Feature Transform (SIFT). The late fusion

of binary and local descriptor is selected because among binary descriptors, FREAK has shown good

results in classification-based problems while SIFT is robust to translation, scaling, rotation and small

distortions. The late fusion of FREAK and SIFT integrates the performance of both feature descriptors

for an effective image retrieval. Experimental results and comparisons show that the proposed late fusion

enhances the performances of image retrieval.
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I. INTRODUCTION

In image classification and retrieval-based problems, the extraction of a meaningful image

descriptor is an open research problem [1]. Due to an increase in the number of image archives, it

is necessary to design an effective system for image search [1], [2]. The conventional annotations-

based approach for image retrieval relies on text and keywords-based image search [1], [3], [4].

Human manual efforts and difference in the visual perception make the conventional approach

less effective [1], [2]. The modern image search systems retrieve the images on the basis of

image visual contents and this is referred as CBIR [1]. Image retrieval has vast applications

in many domains like image analysis, search of image over internet, medical image retrieval,

remote sensing and video surveillance [1]. The recent research is carried out to enhance the

performance of image retrieval by retrieving the images that are similar to the query image

[1], [5], [6]. In recent few years, different types of image representations are proposed that are

associated with different application domains [1], [2], [7], [8], [9], [10]. In this paper, we are

interested to explore a novel image representation based on the late fusion of binary and local

features. The proposed framework can describe the visual contents in a meaningful way and the

main focus of this research is image retrieval.

In CBIR, the commonly used image representations are mainly based on global and local

features [1], [2], [11]. The global feature representations are based on color, texture and shape

[1]. Color is one of the fundamental image feature and it is not dependent on size, direction

and angle [2]. Color features lack spatial distribution and perceptual meaning [1], [2]. Texture

features are divided into two main classes and texture is extracted to capture the spatial attributes

in the group of pixels [2], [5]. The main limitation of spatial texture techniques is their sensitivity

to noise and distortion [2], [5]. The spectral texture techniques are dependant on shape and have

shown good performance in-case of square regions [5]. The sensitivity to noise and computational

complexity limits the use of texture features in many application domains [2], [5]. According

to Zhang et al. [12], region-based and contour-based are the two main approaches that are

commonly applied to extract shape features. The sensitivity to scaling, translation and rotation

are the main limitations of shape-based image representations [2], [5].

The local feature descriptors like Scale Invariant Feature Transform (SIFT) [13], Speeded-Up

Robust Features (SURF) [14] and Histogram of Oriented Gradients (HOG) [15] have shown
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good performance in various applications of image retrieval [7], [16]. Local feature descriptors

are robust to translations, scaling, rotation, and small distortions and are applied in various image

matching applications [7]. According to the recent literature [7], the classification and retrieval

performance of local features is better than global features.

The recent advances in computer vision turned the attention of research to the use of binary

descriptors [7], [17]. Binary Robust Invariant Scalable Keypoints (BRISK) [18], Fast Retina

Keypoint (FREAK) [19], Binary Robust Independent Elementary Features (BRIEF)[20] and

Features from Accelerated Segment Test (FAST) [21] are the examples of binary descriptors.

Local and binary descriptors are used to describe the image information in a high-dimensional

feature space by using keypoints [7]. The late fusion (also known as visual word integration)

based on proper features selection improves the effectiveness of image retrieval. [5], [22], [23].

The performance of FREAK is reported efficient for classification-based problems [7], [17] while

SIFT is robust to translation, scaling, rotation, and small distortions [24].

Due to these facts, in this paper, we investigated the late fusion/visual word integration of

FREAK and SIFT. Binary and local features are extracted from training images. A quanization

algorithm such as k-means is applied to cluster two codebooks (visual vocabularies), that are

based on descriptors of FREAK and SIFT, respectively. The codebooks of binary and local

features are combined to represent an image in a dimension that is twice the size of constructed

vocabulary. The main contributions of the proposed research is the CBIR based on the late fusion

of FREAK (binary descriptor) and SIFT (local descriptor).

The remaining paper is organized as follow: Section II describes the related work. Section III

provides an overview about the proposed research methodology. Section IV presents evaluation

measures and results obtained on three image benchmarks while Section V concludes our work

and points towards the future directions in the research.

II. RELATED WORK

CBIR is used to search the images that are visually similar to the query image [1], [10],

[25]. Wang et al. [26] proposed Spatial Weighting BOF (SWBOF) by extracting the spatial

information from different sub-blocks of the images. Adjacent block distance, local entropy and

variance are used for the extraction of spatial information. The spatial weighting is achieved

by weighting the correspondence visual words with the help of texture information. Yuan et al.
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[23] proposed image retrieval by using integration SIFT and Local Binary Pattern (LBP). The

combination of SIFT-LBP is selected to enhance the performance of image retrieval in-case of

noisy background and ambiguous objects. Yu et al. [22] proposed two new image representations

based on early features fusion for an effective image retrieval. The clusters are constructed by

applying a weighted scheme to maintain a balance between two features. The two new feature

integrations are image-based SIFT-LBP and patch-based HOG-LBP. The image-based integration

of SIFT-LBP outperforms the state-of-the-art approaches [22]. Zhang et al. [27] proposed a

rotation invariant image matching system by using combination of SIFT and LBP. The regions

of LBP descriptors are calculated by using SIFT detector. Kabbai et al. [28] proposed a new

approach to extract invariant features from the regions of interest. The uniform pattern is applied

to the LBP and Center Symmetric Local Binary Pattern (CSLBP) for a robust image matching

application.

According to [6], the spatial information can be extracted by dividing an image into Level 1

and Level 2 triangles. Dense SIFT is used for feature extraction and three different classifiers are

applied to determine the best retrieval performance. Zeng et al. [29] proposed an image repre-

sentation that is based on generalized histogram of quantized colors. Gaussian Mixture Models

(GMMs) is applied for quantization and Expectation-Maximization (EM) algorithm is used for

training. Bayesian Information Criterion (BIC) is applied for determination of quantized color

bins. Images are retrieved on the basis of similarity between the respective spatiograms. Walia et

al. [30] proposed a fusion framework for color-based image retrieval. The color and texture are

extracted by applying Color Difference Histogram (CDH) and Angular Radial Transform (ART)

and modification in CDH algorithm is proposed to make it more effective. Dubey et al. [31]

proposed a rotation and scale invariant hybrid image descriptor for an efficient image retrieval.

The color features are extracted by quantizing RGB color space while texture is extracted by

structuring the patterns that are generated from locally structured elements. Color and textural

are integrated to construct the inherently Rotation and Scale-invariant Hybrid image Descriptor

(RSHD). Montazer et al. [32] proposed a new learning method for RBFNNs (Radial Basis

Function Neural Networks). Particle Swarm Optimization (PSO) is applied to initialize the radial

basis function units in more accurate way. The spatial information of the data and non-linearity

of the function are approximated to determine the widths of RBFNNs. According to Wan et al.

[33], the modern machine learning techniques based on Convolutional Neural Networks (CNN)
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can reduce the semantic gaps. CNN model pre-trained on large dataset can be used for feature

extraction and the optimized feature extraction techniques based on deep learning outperforms

conventional features. In our previous work [34], we proposed the visual words integration

(late fusion) of two local features. Different Weighed Averages (WA) of local features are also

calculated to sort out the second best performance for image retrieval. The research presented

in this paper is different from our previous work [34] as in this paper, we replaced SURF

with FREAK to evaluate the late fusion (visual words integration) of SIFT (local descriptor)

with FREAK (binary descriptor). The experimental results demonstrates the dominant effect of

FREAK when used with the late fusion SIFT descriptor.

III. BAG OF FEATURES REPRESENTATION

Fig. 1 represents the block diagram of the proposed image representation that is based on

late fusion of binary and local features. The proposed research is based on BoVW image

representation model [35]. The detail about features extraction using FREAK, SIFT and late

fusion of FREAK and SIFT is mentioned in the following sub-sections.

A. Fast Retina Keypoint (FREAK)

FREAK is a binary descriptor that is computed on the basis of brightness comparison tests

around the keypoints and is inspired from the human visual system [19]. In the first step, a

circular sampling grid is applied to generate retinal sampling pattern with higher density of

points near the center . One-bit Difference of Gaussian (DoG) is applied to compute a binary

descriptor. The feature are calculated by applying a saccadic search. In the last step, the sum of

local gradients over selected pairs are used to compute the rotation of keypoints [19].

B. Scale Invariant Feature Transform (SIFT)

There are four main steps that are involved to compute SIFT descriptors [13]. The first step

involves the computation of interest points, for this purpose the Difference of Gaussian (DoG)

is used to produce several Gaussian blurred images. The neighborhood image are compared for

the calculation of DoG. The second step involves the calculation of extrema to find out the

stable keypoints and low contrast and pints along the edges are removed by apply Taylor series.

Determinant and trace of Hessian metric are used to remove the outliers. In the third step, to
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Fig. 1: Proposed framework based on late fusion of FREAK and SIFT.

achieve rotation invariance, the principal orientation is calculated for the keypoints. The last step

involves the computation of SIFT descriptor. For each keypoint, a set of orientations histograms

are created on 4x4 pixel neighborhoods, with 8 orientation bins [13].

C. Proposed Late Fusion Based on Binary and Local Descriptors

1) In BoVW model, a raw image I is represented as:

I = (ar,s) (1)

where r,s are the pixels of image.

2) Binary and local features (FREAK and SIFT) are extracted from a set of training images

and an image I is represented as:

I = {d1, d2, ...., dT} (2)

Where d1 to dT are the image descriptors.
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3) A quantization algorithm such as k-means is applied to construct the codebook (visual

vocabulary) consisting of Z words, represented as CB:

CB = {w1, w2, ...., wZ} (3)

where CB is the codebook consisting of wZ visual words, separate codebooks are con-

structed for FREAK and SIFT by extracting the respective features.

4) The features are extracted from the image and quantized in the feature space. Mapping of

each visual word is done over the image areas and the nearest words are assigned to the

quantized descriptors according to the following equation:

w(dm) = argmin
w ε CB

Dist(w, dm) (4)

where w(dm) is representing the visual word assigned to the mth descriptor dm while

Dist(w,dm) is the distance between the descriptor dm and visual word w. Each image is

represented as a collection of patches and each patch is represented by a visual word

(visual words of FREAK are mapped on the images by using the codebook of FREAK

while visual words of SIFT are mapped on the images by the using the codebook of SIFT).

5) The histograms consisting of the visual words of FREAK and SIFT are combined and

an image is represented in a dimension that is twice the size of constructed codebook.

Consider Z as the number of visual words of the codebook. Let Fi be the set of the

descriptors that are mapped to the visual word wi then the ith bin of the histogram of

visual words bi, is the cardinality of the set Di.

bi = Card(Fi) and Fi = {dm,m ∈ (1, ...., Z) | w(dm) = wi} (5)

IV. EXPERIMENTAL PARAMETERS AND RESULTS

The proposed late fusion is evaluated by using three image dataset [36], [37], [38]. We used

the image classification parameters as mentioned in [34]. 70% of the images from each class

are selected for training and 30% for testing. Keeping in view, the unsupervised nature of

clustering using k-means, each experiment is repeated 10 times. During every run, images are
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randomly selected for training and testing. The set of selected images for training are used for

the construction of codebook and image retrieval performance is reported by using the images

from test dataset. The images are retrieved by calculating the closeness among the classifier

score values within the same class.

The size of the codebook affects image retrieval performance [39], [40]. An increase in the

the size of the codebook increases the retrieval precision. The larger size codebook decreases the

retrieval precision due to over-fitting [39], [40]. We constructed different sizes of codebook from

randomly set of selected training images to sort out the best retrieval performance. The codebook

is constructed by a random selection of 25 %, 50 % and 75 % of features (both for FREAK and

SIFT) per image (from the training dataset). Additional experiments are performed to evaluate the

performance of FREAK and SIFT separately with the same experimental parameters to represent

the dominant affect of late fusion on image retrieval performance.

A. Evaluation Measures

We selected precision and recall to determine the performance of our proposed late fusion

[2]. Precision determines the number of correctly retrieved images.

Precision =
Kr

Xr
(6)

where Kr represents the number of relevant images similar to the query and Xr indicates the

number of images retrieved by the system in response to the query.

Recall =
Kr

Xc
(7)

where Xc is total number of images of that class in the database.

B. Performance Evaluation using Corel-1000

There are 10 classes in Corel-1000 image dataset and each class contains 100 images. Fig. 2

represents a sample of randomly selected images from each class of the Corel-1000. We selected

Corel-1000 for the evaluation of proposed framework as it has been recently used to evaluate

the performance CBIR research [22], [26], [34], [32], [41]. We varied the codebook size to sort

out the best retrieval performance of proposed work. Table I presents the numerical values of
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Fig. 2: Randomly selected images from each class of Corel-1000 image dataset [36].

Mean Average Precision (MAP) obtained from the proposed framework for top 20 retrievals.

Fig. 3 presents a comparison of MAP as a function of codebook size using different evaluation

parameters.

TABLE I: MAP as a function of codebook size (late fusion of FREAK and SIFT)

.

Codebook size

and features %

used

50 100 200 300 400 600 800

25 % 68.85 70.45 74.36 74.52 74.68 74.58 73.99

50 % 69.31 70.56 73.86 74.91 74.16 74.96 74.01

75 % 70.45 71.13 73.99 73.69 74.55 74.87 74.25

Mean 69.54 70.71 74.07 74.37 74.46 74.80 74.08

0 200 400 600 800
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60

65

70

75

Size of the codebook

M
A

P

Proposed late fusion
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Fig. 3: MAP as a function of codebook size (Corel-100).
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The results and comparisons presented in Table I and Fig. 3 indicate that the best MAP is

obtained from the proposed last fusion on a codebook of size 600 with a value of 74.80 %. The

best MAP obtained by using SIFT and FREAK on a codebook with a size of 600 is 68.29%

and 56.76%, respectively. The MAP on codebook of each size by using the proposed late fusion

is higher than that of SIFT and FREAK. To present a sustainable performance, the best MAP

obtained from the proposed late fusion is compared with existing research [22], [26], [34], [32],

[41]. Table II and Table III presents the comparison of precision and recall for top 20 retrievals

( as the research selected for comparison is also reported for top 20 retrievals).

TABLE II: Comparison of retrieval precision.

Name of

class and

method

Proposed

frame-

work

WA SIFT

- SURF

[34]

RBF-

NN

[32]

Color

SIFT

[41]

Spatial

SIFT

[26]

SIFT-

LBP

[22]

Africa 63.64 69.75 58.73 74.60 64 57

Beach 60.99 54.25 48.94 37.80 54 58

Buildings 68.21 63.95 53.74 53.90 53 43

Buses 92.75 89.65 95.81 96.70 94 93

Dinosaurs 100.00 98.7 98.36 99 98 98

Elephants 72.64 48.8 64.14 65.90 78 58

Flowers 91.54 92.3 85.64 91.20 71 83

Horses 80.06 89.45 80.31 86.90 93 68

Mountains 59.67 47.3 54.27 58.50 42 46

Food 58.56 70.9 63.14 62.20 50 53

Mean 74.80 70.58 70.31 72.67 69.70 65.70

The best values of precision and recall are mentioned as bold in Table II and Table III. The

MAP of proposed late fusion outperforms state-of-the-art research [22], [26], [34], [32], [41]. Fig.

4 and Fig. 5 represents the image retrieval results obtained on the basis of similarity measures

for the semantic class ”Flowers” and ”Buses”, respectively. The classifier output label determines

the class of the image while the images are retrieved on the basis of closeness among classifier

score values.
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TABLE III: Comparison of recall.

Name of

class and

method

Proposed

frame-

work

WA SIFT

- SURF

[34]

RBF-

NN

[32]

Color

SIFT

[41]

Spatial

SIFT

[26]

SIFT-

LBP

[22]

Africa 12.73 13.95 11.75 14.92 12.80 11.40

Beach 12.20 10.85 9.79 7.56 10.80 11.60

Buildings 13.64 12.79 10.75 10.78 10.60 8.60

Buses 18.55 17.93 19.16 19.34 18.80 18.60

Dinosaurs 20.00 19.74 19.67 19.80 19.60 19.60

Elephants 14.53 9.76 12.83 13.18 15.60 11.60

Flowers 18.31 18.46 17.13 18.24 14.20 16.60

Horses 16.01 17.89 16.06 17.38 18.60 13.60

Mountains 11.93 9.46 10.85 11.70 8.40 9.20

Food 11.71 14.18 12.63 12.44 10.00 10.60

Mean 14.96 14.12 14.06 14.53 13.94 13.14

Fig. 4: Retrieval result on the basis of similarity measures for the semantic class ”Flowers”
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Fig. 5: Retrieval result on the basis of similarity measures for the semantic class ”Buses”

Fig. 6: Randomly selected images from each class of Corel-1500 image dataset [37].

C. Performance Evaluation Using Corel-1500

There are 15 classes in the Corel-1500 [37] image benchmark and each class contains 100

images [37]. Fig. 6 represents a sample of randomly selected images from each class of the

Corel-1500. We evaluated the proposed framework on Corel-1500 and compared the results with

state-of-the-art CBIR methods [29], [34]. Fig. 3 presents a comparison of MAP as a function of

codebook size using different evaluation parameters.
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Fig. 7: MAP as a function of codebook size (Corel-1500).

The comparison results results presented in Fig. 3 indicate that the best MAP is obtained from the

proposed last fusion on a codebook of size 600 with a value of 72.59 %. The best MAP obtained

by SIFT and FREAK is 66.94 % and 53.23 %, respectively. Table IV presents a comparison of

precision and recall values.

TABLE IV: Comparison of precision and recall.

Image retrieval

performance

Proposed late

fusion

WA SIFT-SURF

[34]

SQ +

Spatiogram [29]

Precision 72.60 68.05 63.95

Recall 14.52 13.61 12.79

The proposed framework based on late fusion of FREAK and SIFT provides a better retrieval

performance with higher values of precision and recall than the existing research [29], [34].

D. Performance Evaluation using Oliva and Torralba (OT-Scene)

There are 08 classes in OT-Scene image dataset that contains a total of 2688 images. Fig. 8

represents a sample of randomly selected images from each class of the OT-Scene image dataset.
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Fig. 8: Randomly selected images from each class of OT-Scene image dataset [38].

We evaluated the proposed framework using OT-Scene benchmark and compared the results

with state-of-the-art CBIR methods [30], [42]. Fig. 9 presents a comparison of mean precision

as a function of codebook size using different evaluation parameters. Table V represents the

comparison of MAP values.
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Fig. 9: MAP as a function of codebook size (OT-Scene).

TABLE V: Mean precision comparison.

Image retrieval

performance

Proposed late

fusion

Morphology

based IR [42]

Min Max

Fusion [30]

MAP 63.14 60.7 51.04
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The results and comparisons presented in Fig. 9 and Table V indicate that the proposed late

fusion of FREAK and SIFT provides a better retrieval performance than existing research [30],

[42].

V. CONCLUSION AND FUTURE DIRECTIONS

The research scope of this paper is based on the late fusion/visual word integration of binary

and local descriptor for an effective image retrieval. Keeping in view, the good recognition ability

and efficient computation time, we selected FREAK as the binary descriptor. SIFT is selected as

the local feature as it is robust to change in translation, scaling, rotation, and small distortions.

The image is represented in the form of late fusion of FREAK and SIFT. The proposed research

is based on the BoVW framework and classification is performed by using SVM. Testing is

performed by varying the size of codebook, to sort out the best image retrieval precision. The

results obtained from the proposed research are compared with state-of-the-art CBIR research.

The late fusion of FREAK and SIFT outperforms several CBIR methods. In future, we will

evaluate our proposed work on real world retrieval problem by using a pre-trained CNN model.
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