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Abstract: Security has become a critical issue in today’s highly distributed and networked systems. Network intrusion detection systems (NIDSs), especially signature-based NIDSs, are being widely deployed in a distributed network environment with the purpose of defending against a variety of network attacks. Most of the commercially available NIDSs are software based and rely on pattern matching to extract the threat from network traffic. The increase in network speed and traffic may make existing algorithms to become a performance bottleneck. Therefore it is very necessary to develop faster and more efficient pattern matching algorithm in order to overcome the troubles on performance of NIDSs. Therefore, we propose a multi fusion pattern matching algorithm for Network Intrusion Detection Systems. The results obtained in percentages from the proposed fusion algorithm given better values in terms processing time in milliseconds than the existing algorithms when data English text are applied to evaluate the fusion performances.
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1. Introduction

Network intrusions (e.g., malware, exploits) are becoming a critical issue for the whole network communications [1]. This can cause loss or harm of data on computers, and loss of sensitive information is something that occasionally happens. Companies spend billions of dollars on computer security each year, but still computers get infected or compromised by malicious traffic. Large companies and governmental organizations need the best tools available to prevent intrusions, since their companies are more exposed to malicious traffic. To mitigate this issue, network intrusion detection systems (NIDSs) [2,3] have been widely implemented in different kinds of network environments, aiming to enhance network security by defending against different kinds of network attacks. In addition, these intrusion detection systems have already deployed in a distributed environment (e.g., agent-based network, mobile ad hoc network-MANET) to perform detection of intrusions.

Network Intrusion Detection Systems (NIDSs) are designed to identify attacks or intrusions against networks. As these threats can be invisible to firewalls, NIDS provides an additional layer of security and is being widely deployed in various network environments.

There are two approaches that can carry out NIDS; first is anomaly detection and second is misuse detection. Anomaly detection can detect new attacks or potential attacks but the problem of accuracy is still open to research. It generates a lot of false positive alarms. Signature detection (misuse detection) that has been used for detecting the known attacks; has the higher level of security than anomaly detection, but the major problem of Signature-based NIDS is that every attack signature should have an entry in the database in order to compare with the arrived packets; therefore, the process will be time-consuming and will slow down the throughput of the NIDS.

At the heart of almost every modern Signature-based NIDS, there is a PME (pattern matching engine). Essentially, the pattern matching algorithm compares the set of patterns in the rule set (also
called signature database) to the payloads of the packets. Pattern matching is computationally intensive. The pattern matching routines in Snort, a famous open source lightweight NIDS [4], account for up to 70% of total execution time and 80% of instructions executed on real traces [5].

Because pattern matching is a critical building block for network security applications that inspect payloads, it is reported that string matching is one of the most expensive operations in Web application firewalls [6] and accounts for 70 to 80% of CPU cycles for IDS [7, 8]. An efficient PME is crucial to NIDS. Many studies have shown that string pattern matching is one of the primary performance bottlenecks for these systems [7, 8, 9, 6, 10].

The key challenge to pattern string matching is that its performance requirement has increased dramatically (e.g., from multi-Gbps [12] to multi-10s of Gbps [16]), outpacing the performance of existing solutions [8, 6]. If the capacity of NIDS cannot matching the speed of network, a passive NIDS will drop packets and thus miss attacks, while an inline NIDS will create a bottleneck for network performance. On the other hand, as the number of potential threats and their associated signatures is expected to grow, the cost of pattern matching is likely to increase further. Therefore, the pattern matching algorithm needs to be highly efficient to keep up with the increasing volume of network traffic, as well as the increasing number of patterns.

The majority of main commercial intrusion detection systems primarily use signature-based NIDS, so the progress of signature based intrusion detection system is vital. One of the prominent factors to achieve this goal is improving the performance of Signature based Network Intrusion Detection Systems in order to able process more traffic in less time, hence the speed of the processors should be increased. Several efforts have been done in this area such as improving the content matching algorithms, hardware acceleration, and parallel process.

There are some algorithms, which have been used for content matching. Aho and Corasick [13] provided an algorithm for searching multiple Patterns simultaneously in text, but it requires a significant amount of memory for the state machine. Several improvements have been presented in Commentz-Walter, B., [14]. The most widely used algorithm proposed by Boyer and Moore [15], is a single pattern matching algorithm that compares the string with the input starting from the rightmost character of the string. It provides the best performance when searching for a single signature, but scales poorly. Sun Wu and Udi Manber [16] proposed their multi pattern matching algorithm. It mainly uses the bad character heuristic of Boyer-Moore algorithm, and requires less memory than Aho-Corasick and provides a better average case performance. Sun Kim and Yangon Kim [17] proposed their encoding and hashing based multi pattern matching algorithm, which is possible to encode the characters with fewer bits. It is the same idea as compression algorithms.

These algorithms are the most important between others, so we can conclude that the performance of signature based NIDS has been proven to be related by the speed of the string matching algorithms used to compare packets with signatures (Fisk, M. and G. Varghese, 2002) [18]. Implementing a different algorithm some-times causes an increase in performance up to 500 percent for snort 2.0; a widely used open source NIDS (Baker, Z.K. and V.K. Prasanna, 2004) [19].

The rest of the paper is organized as follows. Section II describes the contributed characterization of pattern matching in network security such as signature-based NIDS; Section III describes the existing pattern matching algorithms; Section IV gives the proposed algorithm; Section V covers the performance and analysis of proposed algorithm with some existing pattern matching algorithms; and finally Section VI conclude the paper.

2. Pattern Matching Algorithms for NIDS

Pattern matching is one of the most computationally intensive tasks of IDS. Performance of IDS suffers as signatures or rules grow in data volume. In order to increase the performance of NIDS, one of approach is to improve the performance of signatures detection engine by increasing the efficiency of pattern matching algorithm.

Pattern matching is a pivotal theme in computer research because of its relevance to various applications including intrusion detection systems (IDS), web search engines, computational biology, virus scan software, network security and text processing, and text mining [21]. Pattern
matching focuses on finding the occurrences of a particular pattern $P$ of length `$m$' in a text `$T$' of length `$n$'. Both the pattern and the text are built over a finite alphabet set called $\Sigma$ of size $\sigma$. If more than one search strings are matched against the input string simultaneously, it is called multiple pattern matching. Generally, pattern matching algorithms make use of a single window whose size is equal to the pattern length. The searching process starts by aligning the pattern to the left end of the text and then the corresponding characters from the pattern and the text are compared. Character comparisons continue until a whole match is found or a mismatch occurs, in either case the window is shifted to the right in a certain distance [22].

Simone Faro and Thierry Lecroq 2010, 2013 [23] [22] provided two strong surveys, the first one [70] gave a comprehensive experimental evaluation for exact string matching algorithms. The second one [22] reviewed the string matching algorithms which have been proposed in the last decade 2000-2010 and presented experimental results in order to bring order among the dozens of articles published in recent years. Vidya SaiKrishna, Prof. Akhtar Rasool, and Nilay Khare 2012 [24] explored the various diversified fields where string matching has an eminent role to play and is found as a solution to many problems. Kamal Alhendawi and Ahmad Baharudin 2013 [25] introduced a short survey for five of well-known string matching algorithms, including theoretical analysis, empirical testing of the execution time based on the change of two factors (text size and pattern size), then it measured the efficiency of each string matching algorithm in term of estimated execution time. While Gulfishan Firdose Ahmed and Nilay Khare 2014 [26] presented a survey of several hardware based string matching algorithms such as Brute Force, KMP [27], and Aho-Corasicks [13] with their applications.

The shift value, the direction of the sliding window and the order in which comparisons are made varies in different pattern matching algorithms. To reduce the number of comparisons, the matching process is usually divided into two phases. The pre-processing phase and the searching phase. The pre-processing phase determines the distance (shift value) that the pattern window will move. The searching phase uses this shift value while searching for the pattern in the text with as minimum character comparisons as possible. A good pattern matching algorithm aims to decrease the searching phase during each attempt and to increase the shifting value of the pattern. Hence several pattern matching algorithms have been developed with a view to enhance the searching processes by minimizing the number of comparisons performed [28-30]. About string length of Snort pattern, M. Aldwairi et al [32] suggest that the average string length is 14 bytes and the majority of the strings are shorter than 26 bytes; it is also clear that there is a non-negligible number of strings longer than the 40 bytes.

In this paper, we propose a new method to improve the average performance of our algorithm. The main idea behind the proposed algorithm is the order of comparisons is carried out by comparing the last character of the window and the pattern, and after a match, the algorithm further compares the first character of the window and the pattern. We will discuss in detail in next section.

3. Existing Algorithms

Many pattern matching algorithms are available with their own merits and demerits based on the pattern length, periodicity and alphabet set. One of the most viable approaches to this problem is to compare the text and the pattern in an effective pre-defined order. An efficient way is to move the pattern on the text using the best shift value. To this end, several algorithms have been proposed to get a better shift value, for example, Boyer-Moore [15], Quick Search [33], Raita [34] and Berry-Ravindran [35] algorithms.

3.1. Boyer-Moore Algorithm (BM)

The algorithm preprocesses the pattern and creates two tables, which are known as Boyer-Moore bad character (bmBc) and Boyer-Moore good-suffix (bmGs) tables. For each character in the alphabet set, a bad-character table stores the shift value based on the occurrence of the
character in the pattern. On the other hand, a good-suffix table stores the matching shift value for each character in the pattern. The maximum of the shift value between the bmBc (character in the text due to which a mismatch occurred) dependent expression and from the bmGs table for a matching suffix is considered after each attempt, during the searching phase. This algorithm forms the basis for several pattern-matching algorithms.

3.2. Raita Algorithm

Raita algorithm searches for a pattern in a given text by comparing each character of pattern in the given text. Searching will be done as follows. First, last character of the pattern is compared with the rightmost character of the window. If there is a match, first character of the pattern is compared with the leftmost character of the window. If they match again, it compares the middle character of the pattern with middle character of the window. If everything is successful, then the original comparison starts from the second character to last but one. If there is a mismatch at any stage in the algorithm, it performs the bad character shift function which was computed in pre-processing phase. Bad character shift function is similar to the one proposed in Boyer-Moore algorithm.

3.3. Berry-Ravindran Algorithm (BR)

The Berry-Ravindran algorithm is a composite of the Quick Search algorithm and another variant of the Boyer-Moore algorithm, the Zhu-Takaoka algorithms. It performs the window shifts by considering the “bad-character shift” for the two consecutive text characters to the right of the window. The shift values are obtained from a two-dimensional array, computed in the preprocessing stage. This is the only algorithm which uses two consecutive characters to compute the shift value of the pattern on text.

The maximum of the shift value between the bmBc (character in the text due to which a mismatch occurred) dependent expression and from the bmGs table for a matching suffix is considered after each attempt, during the searching phase. This algorithm forms the basis for several pattern-matching algorithms.

3.3. SSABS and TVSBS Algorithms

These algorithms are a combination of the shifting method of Quick Search algorithm and the searching method of the Raita algorithm. This done by comparing the rightmost and leftmost characters first, and then continuing the comparisons of other characters from right to left until a complete match or a mismatch occurs. After each search, the shift of the window is computed by the Quick-Search bad character rule for the next character to the window.

4. Proposed Algorithm

The proposed algorithm is a fusion of Berry-Ravindran and Raita algorithms. The Berry-Ravindran bad character (brBc) function is proved in many cases effective in preprocessing phase. So same has been implemented with slight modifications. The searching phase is almost same as Raita algorithm.

This new algorithm compares the right most character of the pattern and the sliding window, if it is matched then the leftmost character of the pattern and the sliding window is compared, if it also matched then the middle character of the pattern is compared to the corresponding position of the text window, if it is matched then it is again compare the characters string from the second last character of the pattern to the text window. In case of match or mismatch the skip of the window is achieved by the Berry-Ravindran (brBc) shift value for the character that is placed next to the window.
The pseudo code given below illustrates overall strategy.

**Algorithm 1** Preprocessing Phase

1. preProcess(x, brBc[][])  
2. begin  
3. // Create a bad character table  
4. // x is the pattern of length m  
5. // ASIZE alphabet size  
6. for i:=1 to ASIZE do  
7. for j:=1 to ASIZE do  
8. brBc[i,j]:= m+2  
9. for i:=1 to ASIZE do  
10. brBc[i,x[1]]:= m+1  
11. for i:=1 to m do  
12. brBc[x[i], x[i+1]]:= m-i  
13. for i:=1 to ASIZE do  
14. brBc[x[m-1], i]= 1  
15. end

The pre-processing phase assists the searching phase to improve the overall efficiency of the proposed algorithm. In addition, the maximum shift for the window reduces the number of character-character comparisons and hence increases the performance.

**Algorithm 2** Searching Phase

1. search(x, y, m, n)  
2. begin  
3. // x is the pattern of length m  
4. // y is the text of length n  
5. preBrBc(x, brBc); // returns shift value  
6. while(shift<=n-m) do  
7. begin  
8. if x[m-1] equals y[shift+m-1] then  
9. if x[0] equals y[shift] then  
10. if x[m/2] equals y[shift+m/2] then  
11. i:= m-1  
12. k:= 0  
13. while(i>=2 and x[i] equals y[shift+i])  
14. k:= k+1  
15. i:= i-1  
16. if k equals m-2  
17. print “Pattern found”  
18. shift:= shift+brBc[y[shift+m], y[shift+m+1]]  
19. end

5. Performance and Evaluation

In this section we present experimental results in order to evaluate the performances of our new algorithm and to compare it against the best existing algorithms known in literature for multiple string matching problems. The newly proposed algorithm is referred as “Multi-Fusion Pattern Matching” (MFPM) algorithm.
The existing and proposed algorithms are implemented in C programming language and have been compiled with the GNU C Compiler, using the optimization options -O3. The experiments were executed locally on a MacBook Pro with 4 Cores, a 2 GHz Intel Core i5 processor, 4 GB RAM 1333 MHz DDR3, 256 KB of L2 Cache and 6 MB of Cache L3. Algorithms have been compared in terms of running times, including any preprocessing time, measured with hardware cycle counter, available in modern CPUs. In particular we compared the performances of our proposed algorithm against existing algorithms specifically – Berry-Ravindran (BR) TVSBS algorithms. For the evaluation, we use a natural language text (English language), all sequences of 4MB. We have generated sets of 10, 100, 1000 and 10000 patterns of fixed length for the tests. In all cases the patterns were randomly extracted from the text. For each case we reported the mean over the running times of 200 runs. Table 1 lists the timings achieved on englishTexts dataset. Running times are expressed in milliseconds.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>2.99</td>
<td>2.3</td>
<td>1.89</td>
<td>1.62</td>
<td>1.47</td>
<td>1.32</td>
<td>1.21</td>
<td>1.17</td>
<td>1.16</td>
<td>1.12</td>
</tr>
<tr>
<td>TVSBS</td>
<td>2.92</td>
<td>2.15</td>
<td>1.78</td>
<td>1.54</td>
<td>1.39</td>
<td>1.25</td>
<td>1.18</td>
<td>1.11</td>
<td>1.09</td>
<td>1.02</td>
</tr>
<tr>
<td>MFPA</td>
<td>2.71</td>
<td>2.1</td>
<td>1.71</td>
<td>1.50</td>
<td>1.32</td>
<td>1.21</td>
<td>1.12</td>
<td>1.08</td>
<td>1.00</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Fig.1 shows that our newly proposed “Multi-Fusion Pattern Matching” (MFPM) algorithm’s performance is better than the existing algorithms. As can be viewed from the results, the newly proposed solutions are in general faster than the competitors. Notice that the gain in speed is more significant in the case of natural language English text.

![Figure 1. Pattern matching algorithms comparison by englishTexts dataset.](image_url)

6. Conclusions

Since pattern matching algorithms are very essential in the current scenario of Intrusion Detection Systems, in this paper we proposed MFPA algorithm for fast intrusion detection. The pre-processing phase assists the searching phase to improve the overall efficiency of the proposed algorithm. In addition, the maximization of the skip for the window reduces the number of
character-character comparisons and skip the undesirable characters efficiently and takes only few iterations to find the pattern in the given text string, and eventually it gives better performance.
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