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Abstract: The vast amount of social media and web data offers valuable insights for purposes such 

as brand reputation management, topic research, competitive analysis, product development, and 

public opinion surveys. However, analysing this data to identify patterns and extract valuable 

insights is challenging due to the vast number of posts, which can number in the thousands within a 

single day. One practical approach is topic clustering, which creates clusters of mentions that refer to 

a specific topic. Following this process will create several manageable clusters, each containing 

hundreds or thousands of posts. These clusters offer a more meaningful overview of the discussed 

topics, eliminating the need to categorise each post manually. Several topic detection algorithms can 

achieve clustering of posts, such as LDA, NMF, BERTopic, etc. The existing algorithms, however, 

have several important drawbacks, including language constraints and slow or resource-intensive 

data processing. Moreover, the labels for the clusters typically consist of a few keywords that may 

not make sense unless one explores the mentions within the cluster. Recently, with the introduction 

of AI Large Language Models, such as GPT-4, new techniques can be realised for topic clustering, to 

address the aforementioned issues. Our novel approach (AI Mention Clustering) employs LLMs at its 

core to produce an algorithm for efficient and accurate topic clustering of web and social data. Our 

solution was tested on social and web data and compared to the popular existing algorithm of 

BERTopic, demonstrating superior resource efficiency and absolute accuracy of clustered documents. 

Furthermore, it produces summaries of the clusters that are easily understood by humans instead of 

just representative keywords. This approach enhances the productivity of social and web data 

researchers by providing more meaningful and interpretable results. 

Keywords: social media monitoring; social listening; topic clustering; data analysis; AI-powered 

analytics; intelligent insights; LLM 

 

1. Introduction 

Gathering data from social media and the web has become essential for businesses and 

researchers, offering various applications and benefits. 

Brand monitoring has become increasingly important in the digital age, with social media 

platforms providing a wealth of data for enterprises to analyse and improve their reputation among 

consumers. Cloud-based big data sentiment analysis applications can be used for brand monitoring 

and analysis of social media streams, allowing enterprises to detect sentiment in social posts and their 

influence on consumers [1]. AI-powered social media monitoring platforms can provide intelligent 

insights for effective online reputation management and competitor monitoring, helping digital 

marketers better understand customers and improve their brand's web and social presence [2]. By 
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leveraging these tools, companies can enhance their competitiveness and better meet consumer needs 

and expectations in the digital landscape.  

Moreover, social media monitoring extends beyond business applications. In the healthcare 

sector, it has been used to track public responses to health threats, such as the COVID-19 pandemic. 

For example, a study in Poland used social listening tools to analyse coronavirus discussions across 

various social media platforms [3]. 

Social media listening platforms have become increasingly popular for product research and 

development, offering valuable insights into customer preferences, market trends, and product 

feedback. These AI-driven tools extract actionable information from large amounts of social media 

data, addressing research questions and helping develop data-backed brand strategies [4].  

While the many uses of large social media and web data make them valuable, data volume and 

velocity pose major obstacles to social media monitoring. The massive amount of user-generated 

content produced daily across platforms like Facebook, X, Instagram and YouTube creates difficulties 

in data storage, processing, and analysis [5]. The high dynamics and real-time aspects make effective 

capture and analysis difficult. [6]. Additionally, new social media are rising (e.g. TikTok, Threads, 

Bluesky, etc.), making it even more difficult to acquire and process all this heterogeneous data from 

all the different sources. Media Monitoring and Social Listening tools help greatly with collecting this 

data; however, they often lack advanced functionality for efficiently processing and analysing large 

amounts of data [7].  

Topic detection refers to the clustering of different pieces of content based on the similarity of 

the topic they discuss. It focuses on identifying and extracting meaningful topics from large volumes 

of textual data, particularly news streams and social media content [8,9]. An example of this, applied 

in news articles, is how Google clusters multiple news sources under a news topic in Google News, 

so that the reader can see a list of today’s topics easily. Google News employs sophisticated topic 

clustering algorithms to effectively organise and present news articles [10]. If the reader is interested 

in more coverage of a particular news topic, they can easily see the different sources, with the news 

pieces about the topic, and visit the different websites to see more. This makes Google News very 

easy to read, allowing users to get an overview of today’s news in just a few seconds. This approach 

helps avoid repetitive browsing through similar materials and visiting multiple news sites' home 

pages. Therefore, the clustering process is crucial for assisting users in navigating, summarising, and 

organising the vast amounts of textual documents available on the internet and news sources. [11]. 

In this paper, the same principle is applied to social and web data gathered from social media 

listening tools. By clustering this data, users and data analysts will find it much easier to extract the 

information they seek more quickly and meaningfully. 

2. Literature Review 

Businesses and researchers often utilize brand monitoring and social listening to retrieve posts 

from multiple online sources. This is usually triggered by a keyword or a query related to their 

interests, which could include the name of a brand or specific product, a particular event, a public 

figure's name, or a location, among others. These tools typically leverage APIs (Application 

Programming Interfaces) provided by social media platforms to access and collect publicly available 

data. [12]. The posts and comments collected are typically referred to as “mentions. " Depending on 

the popularity of the keyword, the retrieved mentions can range from just a few to even millions. 

Analyzing social media mentions presents significant challenges due to the vast volume and dynamic 

nature of the data. The complexity of social media content requires human interpretation; however, 

the growing scale necessitates automated analysis techniques. [13]. Topic detection algorithms could 

be very helpful in clustering mentions that refer to the same or similar topics, even from multiple 

social media sources (e.g., X, Instagram, Facebook, YouTube, etc.), thereby consolidating multiple 

posts on the same topic into a single cluster. This could save an enormous amount of time for the 

users of such a system, as they would not need to go through each mention separately; instead, they 
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can quickly get an overview of the topics of mentions easily. They could then focus on the topic 

clusters they are most interested in for further analysis, cutting through the noise and clutter. 

There are many different approaches to Topic detection and clustering. The next chapters outline 

the main categories of these algorithms. 

2.1. “Traditional” Topic Detection Algorithms 

2.1.1. Bag-of-Words Based 

In this category, prominent topic modelling algorithms such as Latent Dirichlet Allocation 

(LDA) [14], Non-negative Matrix Factorization (NMF) [15], and Latent Semantic Analysis (LSA) [16] 

assume a bag-of-words representation of text, thereby, disregarding word order and semantic 

relationships. As a result, they provide topics that are less comprehensible and lack interpretability 

[29,30]. Furthermore, they encounter difficulties in distinguishing words that might have the same 

meaning (synonymy) or different meanings of the same word (polysemy), which results in mixed or 

inaccurate topic extraction [31]. Additionally, these algorithms perform ineffectively when 

processing short texts, such as social media posts, owing to the limited word availability, thereby 

hindering the discernment of underlying patterns [29]. 

2.1.2. Embedding-Based 

Recent approaches in natural language processing, including BERTopic [17] and Top2Vec [18], 

use embeddings for text representation that offer enhanced coherence relative to Bag-of-Words based 

methodologies. Nevertheless, the actual representation of topics is based on Bag-of-Words and does 

not directly account for context, which might lead to redundancy in the words used to represent each 

topic. Moreover, resulting topics are presented as keyword lists that frequently lack clarity in 

interpretation, while certain mathematical inconsistencies within their formulations render them 

ineffective at eliminating stop words [32]. 

2.2. Using Large Language Models (LLMs) 

In recent years, new methods incorporating LLMs in several ways into text clustering and topic 

analysis have emerged due to their current explosion. Some studies demonstrate that LLMs can serve 

as an intelligent guide to improve clustering outcomes, essentially injecting domain knowledge or 

preferences into the process [43,44]. It is also shown that LLMs, with appropriate prompting, can 

serve as an alternative to traditional topic modelling [41]. Furthermore, Miller et al [42], used LLMs 

to interpret clusters generated by other methods. Their results showed that an LLM-inclusive 

clustering approach produced more distinctive and interpretable clusters than LDA or doc2vec, as 

confirmed by human review. 

However, Large Language Models (LLMs) present several challenges when applied to topic 

detection, particularly for large document collections. A key limitation is the restricted contextual 

limit. The contextual limit or context length in an LLM refers to the number of tokens that a model 

can process. Each model has its context length, also known as max tokens or token limit. For instance, 

a standard GPT-4 model has a context length of 128,000 tokens [33]. As a result, LLMs can only 

process a limited amount of text at once, meaning long documents must be split into chunks [40]. 

This approach to chunking, however, potentially compromises the prevailing context, resulting in 

incorrect topic detection. 

Subsequently, using LLMs for large-scale text processing can be computationally expensive. 

Processing large corpora of data requires significant computational resources that incur high costs. 

For example, the costs of using the GPT4 model to analyse large datasets, like a corpus of 10K social 

media posts, will exceed $10 for input and output tokens. This cost can be prohibitive for many 

applications, especially when dealing with continuously updated datasets or real-time processing 

requirements.   
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Ongoing academic work into novel techniques, including hierarchical summarisation and 

memory-augmented LLMs [19,20], aims to moderate these obstacles. However, these emerging 

methodologies remain under development and do not eliminate the challenges associated with 

processing sizable amounts of documents using LLMs. 

This work is distinguished from previous research by combining the strengths of traditional 

clustering and LLMs while moderating their weaknesses. Unlike existing methods that attempt to 

prompt an LLM with an entire corpus [41], we first employ a classical unsupervised clustering to 

split data into coherent groups. We then apply the LLM exclusively to a small subset of representative 

documents from each cluster. This minimises the LLM’s context requirements and reduces costs to a 

fraction of what they would be for processing the full dataset. Yet, it still harnesses its powerful 

language understanding to generate interpretable summaries. In the next section, we detail the 

methodology of AI Mention Clustering, which embodies these theoretical innovations. 

3. Proposed Solution 

We propose a novel approach for topic detection in social media corpora that exploits the power 

of Large Language Models (LLMs) while minimising the computational cost. Our method applies a 

clustering-based approach to group semantically similar social media documents (posts) together 

and then uses LLMs to analyse the clusters but only by sending a small subset of representative 

documents from each cluster. This allows us to efficiently and cost-effectively process large datasets 

of social media posts while benefiting from the LLMs' advanced language understanding capabilities. 

Specifically, our approach consists of the following steps (Figure 1): 

1. Extract embeddings from Web & Social Media documents (posts) 

2. Cluster embeddings 

3. Specify the representative social media documents from each cluster 

4. Send the representatives to LLM to extract topics and summarise. 

 

Figure 1. Overview of the proposed solution - AI Mention Clustering. 

1. Extract Embeddings 

In this step we transform the text of social media documents into a sequence of numbers (i.e. 

vectors) called embeddings. These embeddings capture the semantic meaning of the text, with similar 

documents having similar vector representations (i.e. close to each other in the vector space). Various 

techniques and models can be used for embedding generation. From traditional methods like 
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Word2Vec[21] and TF-IDF[22] to more advanced (transformer-based models). In this category, we 

can find both free (Sentence-BERT [23]) and commercial (OpenAI’s Ada) models. 

2. Cluster Embeddings 

Once we generate the social media document embeddings, we can employ a clustering 

algorithm like DBScan [24], K-means [25] or Optics [26]. This step aims to group semantically similar 

documents together, assuming that documents within the same cluster discuss related topics and to 

identify outliers in order to exclude them from further processing. 

3. Specify the Representative Documents  

Rather than sending all documents within a cluster to the LLM as input, which can be 

computationally expensive and cost-inefficient, in this step, we select a small percentage of a few 

representative documents from each cluster. These representatives should ideally capture the core 

themes and discussions within the cluster. Various methodologies can be employed to determine the 

representatives, including identifying documents proximal to the cluster centroid or determining 

medoids [27].  

The concept of a medoid refers to a representative point within a cluster that minimises the 

average dissimilarity (or distance) to all other points within the cluster. Medoids are similar in 

concept to means or centroids, but medoids are always restricted to be members of the data set. The 

formal definition of a medoid is the following:  

Let 𝑋 ≔ {𝑥1, 𝑥2, … 𝑥𝑛} be a set of n points in a space with a distance function d. A medoid is 

defined as [27]: 

𝑥𝑚𝑒𝑑𝑜𝑖𝑑 = arg min
𝑦∈𝛸

∑ 𝑑(𝑦, 𝑥𝑖)

𝑛

𝑖=1

 

This step of specifying the medoid representatives for each cluster will significantly reduce the 

total amount of input data that the LLM will finally process. 

4. Send Cluster Representatives to LLM  

In this final step, each cluster's representative documents are sent as input to the LLM. The LLM 

is then prompted to generate a summary of the overall discussion within each cluster, thus providing 

a cohesive overview of each topic. This process exploits the LLM’s text analysis and synthesis 

capabilities to produce topic summaries that are both meaningful and comprehensible to humans. 

4. Evaluation 

4.1. Qualitative Evaluation 

In order to evaluate our AI Mention Clustering, we created a dataset of approximately 10K 

multilingual posts about Ryanair from various websites and social media platforms and we 

compared our approach with the BERTopic algorithm. Furthermore, a secondary dataset, consisting 

of about 5,000 exclusively English posts, was used for the evaluation (Figures 2 and 3).  
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Figure 2. Source distribution for: (a) Multilingual and (b) English Dataset. 

 

Figure 3. Language distribution for the Multilingual dataset (English Language excluded). 

To create vector representations of the data, our evaluation used OpenAI's text-embedding-ada-

002 embeddings (dimension 1536). We used the density-based spatial clustering of applications with 

noise (DBSCAN) approach, with parameters (min_samples=5, epsilon=0.24), because the number of 

clusters in the dataset was unknown beforehand. Medoids, which offer a reliable indicator of central 

tendency, were chosen as cluster representatives. In practice, we found that using 3 representative 

posts per cluster worked well for large clusters, and just 1 or 2 for smaller clusters Lastly, ChatGPT-

4 large language model was used to summarize each cluster using the following prompt: ”Write a 

summary up to 30 words for the following list of news titles and social media posts”. 

In Figure 4 we present a summary of the resulting clusters in both datasets. One important 

difference that someone could easily detect is the variation between our AI Mention Clustering and 

BERTopic in the proportion of documents assigned to clusters and the granularity of the clustering 

itself. BERTopic clustered more than 50% of the total posts in both datasets, resulting in a larger 

number of clusters. This indicates an over clustering strategy that potentially contains noise and 

fragmenting topics. On the contrary, our approach clustered a percentage between 15% to 20% of the 

total posts, indicating a more refined clustering approach while we achieved accurate topics, without 

irrelevant documents within each of the generated clusters. Another crucial point to note is that our 

approach achieves significant performance efficiency through cautious use of Large Language 

Models, utilizing less than 1% of the posts, by only sending representative posts, thereby reducing 

costs and computational demands. This efficiency makes our method a more practical and scalable 

option for large datasets. 

  

(a) (b) 

Figure 4. Summary of resulting clusters in: (a) Multilingual and (b) English Dataset. 

Starting with the English dataset, in Figure 5 we can see from the top 3 clusters that while both 

methods concur that a major incident at a Milan airport was important, they differ greatly in how 

effectively they capture it. Our method recognized this event as the main topic, grouping 499 
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documents into it. On the other hand, BERTopic also noted this event but not as the main one, and 

only assigned 229 documents to it, which is less than half of what our approach did. This difference 

suggests that BERTopic may have missed or misclassified many relevant posts related to this event 

and incorrectly placed them in less relevant clusters. 

Additionally, our method created more precise and easily interpretable topics than BERTopic’s 

clustering, which produced clusters with generic key words (e.g. “love”,”know”,”good”,”airplane” 

etc.) that reduce interpretability and the identification of underlying topics. Thus, it was really hard 

for a human reader to understand what each cluster is about, based only on these few keywords. A 

user will need to look at a number of mentions from within the cluster to understand the actual topic. 

On the contrary, our approach describes each cluster as a textual summary of it’s inner mentions. 

This description is very accurate, and a user can simply understand the full context of the cluster 

without any need to read the actual mentions, thus making it very efficient for analysts to understand 

the results. 

 
 

    (a)        (b) 

Figure 5. Top 3 clusters in the English dataset for (a) BERTopic and (b) AI Mention Clustering. 

The performance gap wasn't just a problem with the English language as it worsened 

significantly with the multilingual dataset (Figure 6). On the Milan airport incident topic (which is 

clearly the major topic in the dataset), our method identified 819 relevant documents, showcasing its 

robust multilingual skills. BERTopic, in contrast, only found 232 related documents, a notably smaller 

portion that placed it in the third position. This significant difference suggests that BERTopic may 

not be able to capture key information across multilingual data. 

  

            (a)             (b) 
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Figure 6. Top 3 clusters in Multilingual dataset for (a) BERTopic and (b) AI Mention Clustering. 

Furthermore, another limitation BERTopic exhibited in processing the multilingual dataset is 

that dominant clusters contain high-frequency words such as "que," "te," "por," "el," "da," "ma," and 

"pi." These words lack semantic significance to the underlying topics and are considered as stop 

words, meaning that they should have been excluded. This shows a weakness in the model's ability 

to effectively filter noise from multilingual data. 

In contrast, our approach produced the same topics as in the English dataset and only the 

number of the assigned documents was altered. However, we requested the summary in Greek to 

demonstrate the potential to leverage topic summaries across a diverse range of languages despite 

the actual languages that appear in the multilingual dataset. 

The screenshot provided in Figure 7 illustrates a commercial implementation of our 

methodology, utilized by the Social Listening tool Mentionlytics [28], which depicts a ranked cluster 

ordering based on the number of documents in each cluster. Additionally, informative data and key 

metrics, such as accumulated engagement, overall reach, sentiment, and corresponding channel 

sources for documents within each cluster, are also presented. 

 

Figure 7. An implementation of our AI Mention Clustering applied in the Social Listening tool Mentionlytics 

[28]. 

4.2. Quantitative Evaluation 

Besides qualitative evaluation, a quantitative assessment was required to compare our method 

with BERTopic. For this purpose, we used the previously described English Ryanair dataset, and we 

added three more datasets: Easyjet (another aviation company), Trello (a computer software) and 

Asana (another computer software). To offer a more comprehensive review scope and reduce the 

inherent bias of relying on one source, these datasets differed in size, chronological range, and span 

in two very different industries (Aviation and Computer Software).  

We selected these datasets to represent typical social listening scenarios: two from the airline 

industry and two from the tech industry, encompassing different time spans and dataset sizes. This 

variety ensures that our evaluation includes cases of relatively focused conversation (software 

communities) and broad, sometimes volatile discussions (airline customers and news). It also enables 

us to test how the approach scales from approximately 5,000 to 10,000 documents. All datasets consist 

of public posts collected through a social listening tool (Mentionlytics) by querying specific 

keywords, primarily their brand names. Duplicate posts (exact repeats or retweets) were eliminated. 

We conducted light preprocessing, which involved removing URLs, emojis, and Twitter handles 

(usernames) to minimize noise in topic modeling. 

All four datasets were used for our evaluation. The clustering results from both approaches are 

described in Table 1, while Figure 8 depicts their source distribution. 

  

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 31 March 2025 doi:10.20944/preprints202503.2272.v1

https://doi.org/10.20944/preprints202503.2272.v1


 9 of 15 

 

Table 1. Dataset description and clustering result summarization. 

Dataset Ryanair Easyjet Trello Asana 

Size 5600 5216 9470 10004 

Date Range 28/9 – 4/10 1/12 – 18/12 1/12 – 15/1 1/11 -10/1 

Language English English English English 

AI Mention Clustering (% 

total document)  
29 (20%) 57 (19%) 68 (18%) 75 (18%) 

BERTopic Clustering (% total 

document) 
107 (51%) 125 (74%) 156 (60%) 159 (63%) 

 

  

(a) (b)  

  
(c) (d) 

Figure 8. Source distribution for datasets: (a) Ryanair, (b) Easyjet, (c) Trello and (d) Asana. 

As we already noted in the previous chapter, for the Ryanair dataset, over half of the posts in 

each of the three new datasets were clustered by BERTopic, indicating the possibility of producing 

noise and fragmenting topics. Our method, in comparison, keeps grouping a much smaller 

percentage of mentions of the dataset (15–20%), suggesting a more focused and refined clustering 

technique.  

Since our approach outputs human-readable summaries, instead of keywords for each cluster, 

as a first step we used the TF-IDF technique [22] to identify the top-10 most important keywords per 

cluster (the main keywords from each dataset i.e. Ryanair, Easyjet, Trello and Asana respectively were 

excluded). The TF-IDF score for a term in a document is obtained by multiplying its TF and IDF 

scores.  

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = TF(t, d) × 𝐼𝐷𝐹(𝑡, 𝐷) 

where: 

𝑻𝑭(𝒕, 𝒅) =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒕𝒊𝒎𝒆𝒔 𝒕𝒆𝒓𝒎 𝒕 𝒂𝒑𝒑𝒆𝒂𝒓𝒔 𝒊𝒏 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕 𝒅

𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒕𝒆𝒓𝒎𝒔 𝒊𝒏 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕 𝒅
 

𝑰𝑫𝑭(𝒕, 𝑫) = 𝒍𝒐𝒈(
𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒄𝒐𝒓𝒑𝒖𝒔 𝑵

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕𝒔 𝒄𝒐𝒏𝒕𝒂𝒊𝒏𝒊𝒏𝒈 𝒕𝒆𝒓𝒎 𝒕
) 

Using the keyword sets found using the TF-IDF technique, we calculated two important metrics: 

topic coherence and topic diversity. These metrics would allow us to quantitively measure our 

method’s performance against BERTopic across the four datasets. Also, to evaluate the clustering 

structure itself we calculated Davies-Bouldin Index metric [45]. 
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Topic Coherence 

The topic coherence metric [37] assesses the semantic similarity of words within a given cluster 

identified by clustering (or topic modelling) algorithm. Assuming 𝑇 = {𝑤1, 𝑤2, … , 𝑤𝑛}  as a 

generated topic which is represented by its top-n most important words and given a similarity 

measure 𝑆𝑖𝑚(𝑤𝑖, 𝑤𝑗) topic coherence is defined as follows: 

𝑇𝑜𝑝𝑖𝑐𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 =  

∑ 𝑆𝑖𝑚(𝑤𝑖, 𝑤𝑗)1≤ 𝑖 ≤ 𝑛−1
𝑖+1≤𝑗≤𝑛 

(𝑛
2)

  

A high coherence score suggests a well-defined and relevant topic since it shows that the words 

within the topic are closely connected and make intuitive sense together. On the other hand, a low 

coherence score suggests that the topic is poorly defined or meaningless and that the words are 

mostly unrelated. For our evaluation, we used the Cv method, which, as described in [34], was found 

to correlate the highest with human interpretation. 

Table 2 represents the resulting coherence scores of our approach compared to BERTopic across 

all four datasets. Our approach achieved higher coherence scores in each case, from 5% to 12%. This 

suggests that our approach produces more semantically coherent topics compared to BERTopic. 

Table 2. Topic Coherence performance. 

Dataset Ryanair Easyjet Trello Asana 

AI Mention Clustering  0.46 0.40 0.37 0.38 

BERTopic 0.41 0.37 0.35 0.36 

Topic Diversity 

Topic Diversity metrics measure how distinct the generated topics are, ensuring that a clustering 

method does not output variations on the same topic. A high diversity score indicates that the 

clustering method identified distinct topics within the dataset, while low diversity scores suggest 

redundant and potentially recurrent topics. For evaluating topic diversity, we used two approaches 

1) the proportion of the unique keywords to the total number of keywords produced from the 

computed clusters and 2) the word embedding-based centroid distance [35].  

In this approach, we computed the FastText model using the embeddings of the keywords that 

describe each cluster [36]. Then, the diversity score is calculated as the average cosine distance 

between the centroids of clusters from all pairs of clusters (see Algorithm 1). 

Despite BERTopic clustering a larger number of posts, Table 3 demonstrates that our approach 

achieves better topic diversity scores than BERTopic in all four datasets (Ryanair, EasyJet, Trello, and 

Asana). Although the two approaches' centroid distances are comparable, our approach's clustering 

extracts a larger percentage of unique keywords (between 67% and 78%) than BERTopic (48% to 53%). 

This suggests that our approach produces more unique and varied subjects. 

 Algorithm 1: Word Embedding-Based Centroid Distance Calculation 

 Input: clusters, embedding_model, topk=10 

 distances_array = [ ]  

 For each cluster1, cluster2 in combinations(clusters, 2) do: 

     centroid1 = [ ]    

     centroid2 = [ ]   

     For each word1 in cluster1[:topk] do: 

        centroid1 = centroid1 + embedding_model[word1] 

     For each word2 in cluster2[:topk] do: 

        centroid2 = centroid2 + embedding_model[word2] 

     centroid1 = centroid1 / length(cluster1[:topk]) 

     centroid2 = centroid2 / length (cluster2[:topk]) 

     distances_array.append(distance.cosine(centroid1, centroid2)) 
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 return average (distances_array) 

Table 3. Topic Diversity performance. 

Dataset Ryanair Easyjet Trello Asana 

 AI Mention Clustering     

Unique Keywords 78% 68% 67% 68% 

Centroid Distance 0.56 0.55 0.54 0.57 

 BERTopic     

Unique Keywords 52% 52% 48% 53% 

Centroid Distance 0.56 0.55 0.53 0.58 

Davies-Bouldin Index 

The Davies-Bouldin Index (DBI) [45] helps us understand how good a clustering algorithm is. It 

looks at how similar items are within the same cluster and how different clusters are from each other. 

Lower values of the Davies-Bouldin Index indicate better clustering quality. Assuming that there is 

a dataset of k clusters 𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑘}, the Davies-Bouldin Index can be calculated as: 

𝐷𝐵𝐼 =
1

𝑘
∑ max (

𝛥(𝛸𝑖) + 𝛥(𝛸𝑗) 

𝛿(𝛸𝑖 , 𝛸𝑗) 
)

𝑘

𝑖=1
 

where 𝛥(𝛸𝑘) is the intracluster distance (compactness) within the cluster 𝛸𝑘  and 𝛿(𝛸𝑖 , 𝛸𝑗) is the 

intercluster distance (separation) between the clusters 𝛸𝑖 and 𝛸𝑗. 

Table 4 represents the DBI scores of our approach compared to BERTopic across all four datasets. 

Our approach exhibits significantly lower DBI scores than BERTopic for each dataset tested. This 

suggests AI Mention Clustering creates more distinct and well-defined clusters compared to 

BERTopic for these datasets. 

Table 4. Davies-Bouldin Index scores. 

Dataset Ryanair Easyjet Trello Asana 

AI Mention Clustering  1.8460 1.7529 1.6616 1.6689 

BERTopic 3.0871 3.1058 3.4994 3.4099 

5. Discussion & Future Work 

This work presents an efficient approach for extracting easily interpretable topics from large 

social media data. By leveraging the power of large language models (LLMs) for natural language 

processing, we achieve effective topic modelling compared to BERTopic for both multilingual and 

language-specific datasets while maintaining cost-effectiveness since only 1% of the posts were sent 

to the LLM for processing. 

The demonstrated methodology generates meaningful interpretations of topics from noisy social 

media data and could offer valuable insights for various applications, including social trend analysis, 

market research, social media crisis identification and public opinion monitoring. Additionally, the 

underlying framework's adaptability raises the possibility that it may be used for NLP tasks other 

than topic extraction, like knowledge graph generation, sentiment analysis, and named entity 

recognition (NER). 

Future research includes optimisations in the clustering step of our methodology. Techniques 

such as dimensionality reduction on embedding representations. Dimensionality reduction 

techniques are crucial in improving the efficiency and effectiveness of embedding representations. 

These methods aim to preserve essential information while reducing the dimensionality of high-

dimensional data, which is particularly useful for word embeddings and other types of vector 

representations [38]. Also, parallelisation within clustering algorithms will further enhance the 

methodology's capability to process larger volumes of social data rapidly. Parallel clustering 
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algorithms distribute the workload across multiple processors, allowing for simultaneous 

computation of different parts of the clustering process [39]. 

Additionally, a comprehensive evaluation of different embedding models, LLMs, and 

alternative methods for selecting the most representative documents for each cluster could further 

improve the interpretability and accuracy of the extracted topics. We can also compare our approach 

to other topic modelling algorithms besides BERTopic, such as Latent Dirichlet Allocation (LDA), 

Non-negative Matrix Factorization (NMF), and Top2Vec. 

In conclusion, while the current approach demonstrates considerable effectiveness and 

efficiency, ongoing improvements and comparisons with other methodologies will ensure that the 

solution remains at the forefront of topic modelling in social media and web data analytics. The 

continued evolution of these techniques promises even greater scalability and adaptability in the 

future, opening up new possibilities for effective social data analysis. 

Data Availability Statement: The data analyzed in this study is public posts data available on Social Media and 

the Web as described in the corresponding section. It can be derived from the Social Media APIs of the providers 

or by using a Social Media Monitoring tool using the described keywords and dates.  
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