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Abstract: Skin image analysis using artificial intelligence (AI) has recently attracted significant
research interest, particularly for analyzing skin images captured by mobile devices. Acne is one of
the most common skin conditions with profound effects in severe cases. In this study, we developed
an Al system called AcneDet for automatic acne object detection and acne severity grading using
facial images captured by smartphones. AcneDet includes two models for conducting two tasks: (1)
a Faster R-CNN-based deep learning model for the detection of acne lesion objects of four types
including blackheads/whiteheads, papules/pustules, nodules/cysts, and acne scars; and (2) a
LightGBM machine learning model for grading acne severity using the Investigator’s Global
Assessment (IGA) scale. The output of the Faster R-CNN model, i.e., the counts of each acne type,
were used as input for the LightGBM model for acne severity grading. A dataset consisting of 1,572
labeled facial images captured by both iOS and Android smartphones was used for training. The
results show that the Faster R-CNN model achieves a mAP of 0.54 for acne object detection. The
mean accuracy of acne severity grading by the LightGBM model is 0.85. With this study, we hope
to contribute to the development of artificial intelligent systems that are able to help acne patients
understand more about their conditions and support doctors in acne diagnosis.
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1. Introduction

Acne is one of the most common skin conditions [1], with acne prevalence reaching
9.38% among the entire world population [2]. Acne occurs owing to blockage or damage
of the sebaceous glands and hair follicles. The most common areas affected are the face,
chest, neck, shoulders, and back [3]. Acne lesions can be classified into two major types
based on their non-inflammatory and inflammatory characteristics. Non-inflammatory
lesions include blackheads and whiteheads. Inflammatory lesions include papules,
pustules, nodules, and cysts [4]. Acne mainly occurs in adolescents at puberty, affecting
85% of adolescents, and can persist into adulthood [1]. Acne can cause a wide range of
effects, from a physical appearance, e.g, scars, to a psychological effect, such as anxiety,
poor self-image, lack of confidence, and other negative issues [5]. Improper treatment or
delays can lead to damage to physical and mental health, which sometimes cannot be
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restored. Approximately 20% of people affected by acne develop severe acne, which
results in scarring [6]. In addition to its impact on individual patients, acne also has a
significant impact on the economy. In the United States, the total treatment costs and loss
of productivity related to acne have reached $3 billion [7]. According to the US Food and
Drug Administration (FDA), the average cost per person for acne treatments over a 7-
month period is $350 to $3,806 [8]. An accurate and timely diagnosis of acne is an
important factor in the effective treatment of acne.

To receive a diagnosis, acne patients traditionally have had to visit a doctor’s office,
where the dermatologist would often observe the affected areas by the naked eye or
through a dermatoscope. In combination with other types of information, dermatologists
will give a diagnosis. This process is highly dependent on the expertise and experience of
the dermatologist [9, 10]. In addition, owing to a lack of dermatologists in many areas of
the world, many patients have to travel long distances or wait for a long time before they
can see one. Recent advances in smartphone technology and its high penetration, with
approximately 3.2 billion people around the world using smartphones [11], are opening
doors for many smartphone-based solutions in healthcare [12]. One example is
teledermatology, in which patients can receive consultations from a dermatologist at
home through a smartphone without a visit to the doctor’s office, thus saving the patient’s
time. Teledermatology can increase access to dermatological care for patients, particularly
patients living in rural and remote areas. In addition, highly accurate, automatic skin
image analysis algorithms can potentially help reduce the time and improve the accuracy
of the diagnosis process. Developing and integrating these algorithms into dermatology
and teledermatology is an active area of research.

Many skin image analysis algorithms have been developed, including algorithms for
acne analysis [13, 14, 15]. However, owing to the complexity of skin lesions, traditional
methods often do not achieve good results. The advent of deep learning techniques,
particularly the convolutional neural network (CNN), has revolutionized the computer
vision field in general and skin image analyses in particular. Many studies have recently
been conducted for acne analysis using deep learning to improve the weaknesses of
traditional methods. Case studies are presented below.

In 2018, Xiaolei Shen et al. [11] proposed a method to automatically diagnose facial
acne based on a CNNs. The method was trained on a dataset containing 6,000 images
(including 3,000 skin images and 3,000 non-skin images) to distinguish seven classes of
acne lesions (blackheads, whiteheads, papules, pustules, modules, cysts, and normal
skin). The results showed that the VGG16 neural network achieves the highest accuracy,
ranging from 81.2% to 95% for the seven classes with class 3 (normal skin) and class 4
(pustule) being among the highest.

In 2019, Junayed et al. [16] used the AcneNet model based on a deep residual neural
network to classify five classes of acne lesions (Closed Comedo, Cystic, Keloidalis, Open
Comedo, and Pustular). A total of 1,800 images were divided equally between classes with
360 images for each class. The accuracy was over 94% with 99.44% accuracy for the
Keloidalis class.

At the end of 2019, a new method for acne analysis using smartphone images based
on deep learning was developed by Seite et al. [17]. The method can help determine the
severity of grade acne based on the Global Evaluation Acne (GEA) scale and number of
acne lesions. The method used a dataset collected from 1,072 patients using both iOS and
Android phones when possible with a total of 5,972 images. The dataset was diverse in
terms of skin color and race with skin images of Asians, Europeans, Africans, and Latinos.
The method achieved a weighted average of the precision and recall of 84% for
inflammatory lesions and 61% for non-inflammatory lesions.

In 2021, Yin Yang et al. [18] developed another acne assessment algorithm using deep
learning in which a dataset comprising 5,871 clinical images of 1,957 patients collected
using Fujifilm and Canon cameras was used. The method had three steps: preprocessing
image data to remove interference from the eyes, nose, and mouth areas; classifying acne
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lesions using an Inception-V3 network; and finally, evaluating the model performance in
patients with acne vulgaris. The results showed an average F1 score value of 0.8 for the
deep learning model and Kappa coefficient (coefficient for evaluating the correlation
between the deep learning model and the dermatologists) of 0.791. With the exception of
one study [17], most of the above studies used non-smartphone images and focused on
either the classification of acne lesion type or the severity grade of acne.

In this study, we developed an Al system called AcneDet based on deep learning and
machine learning that can analyze facial smartphones images for two main purposes: (1)
detecting acne lesion objects of four types: blackheads/whiteheads, papules/pustules,
nodules/cysts, and acne scars; and (2) determining the severity grade of acne based on the
IGA scale [19]. The data used in this study includes 1,572 images collected by both iOS
and Android smartphones. The data were then labeled by four dermatologists and used
for Al training.

2. Materials and Methods
2.1. Dataset

2.1.1. Data collection and labeling

Data were retreived from database of a mobile application called Skin Detective
developed by our team that is available on both iOS and Android smartphones. User
agreed with the app’s terms and conditions before using the app. Only with user
agreement, user’s facial images were stored in the app’s database for Al training. For each
user that agreed to share facial images for Al training, three facial images taken at three
different angles including, i.e., the front, left, and right angles, were stored. A total of de-
indentified 1,572 images were included in this study. The images were labeled by four
dermatologists (two juniors and two seniors). The dermatologists used LabelBox software
to label images. There were two main labeling tasks. One was to draw rectangular
bounding boxes to mark the location and type of acne lesions. Four types of acne were
labeled, including blackheads/whiteheads, papules/pustules, nodulars/cysts, and acne
scars. In this task, each image was first labeled using a junior dermatologist. A senior
dermatologist will then review and correct the labeling if necessary. Another labeling task
was to grade the acne severity for each image based on the results of the first labeling task.
Acne severity was graded based on the IGA [19] scale: 0, clear; 1, almost clear; 2, mild; 3,
moderate; and 4, severe. Similar to labeling task 1, the acne severity of each image was
first graded by a junior dermatologist and then reviewed and corrected if necessary by a
senior dermatologist.

2.1.2. Data Statistics
Table 1. Statistic of different types of acne

Type of acne Number of acnes Ratio (%)
Blackheads/Whiteheads 15686 37.47
Acne scars 23214 55.46
Papules/Pustules 2677 6.4
Nodular/Cyst lesions 282 0.67
Total 41859 100

A total of 41,859 acne lesions were labeled among 1572 images. Among them, acne
scars are the most common with 23214 (55.46%) and nodular lesions are the least with 282
(0.67%). The number and percentage of each acne lesion type are detailed in Table 1.

In terms of acne severity, grade 1 is the most prevalent with 56.18%, and grade 4 the
least with 2.16%. The distribution of acne severity grades is shown in Table 2.
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Table 2. Statistics of different acne severity grades based on the IGA scale

IGA scale acne severity grade Number of images Ratio (%)
0 211 13.42
1 883 56.18
2 361 22.96
3 83 5.28
4 34 2.16
Total 1572 100

Original
Images

Labeled by
Dermatologists

Grade 0 Grade 1 Grade 2 Grade 3 Grade 4

Figure 1. From the original images, dermatologists labeled acne lesions
(blackheads/whiteheads, papules/pustules, nodules/cysts, and acne scars) using
bounding boxes and graded the acne severity using the IGA scale: grade 0, clear; grade 1,
almost clear; grade 2, mild; grade 3, moderate; and grade 4, severe.

Figure 1 shows acne lesions that were labeled by dermatologists. The top row shows
the original images of the patients captured by smartphones. The bottom row shows the
corresponding images labeled by dermatologists. For each image, the dermatologists
marked the locations of the acne lesions using bounding boxes and gave an acne severity
grade using the IGA scale. Each acne lesion type has a distinct bounding box color: cyan
for blackheads/whiteheads, pink for papules/pustules, red for nodules/cysts, and green
for acne scars.

2.2. IGA scale

The IGA scale was recommended by the FDA to be a static, qualitative evaluation of
the overall acne severity [19]. It has five levels ranging from grade O to grade 4 with grade
0 being clear; grade 1, almost clear; grade 2, mild; grade 3, moderate; and grade 4, severe
(Table 3).
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Table 3. Detailed description of the IGA scale [19]

Grade Description

0 Clear skin with no inflammatory or noninflammatory lesions

1 Almost clear; rare non-inflammatory lesions with no more than one small
inflammatory lesion

’ Mild severity; greater than Grade 1; some noninflammatory lesions with no
more than a few inflammatory lesions (papules/pustules only, no nodular
lesions)

3 Moderate severity; greater than Grade 2; up to many noninflammatory
lesions and may have some inflammatory lesions, but no more than one
small nodular lesion
Severe; greater than Grade 3; up to many noninflammatory lesions and

4 many have some inflammatory lesions, but no more than a few nodular
lesions

2.3. Methods

2.3.1. Overall model architecture

In terms of the overall architecture, the system includes two models for two different
tasks:
1. Acne object detection model: determine the location and type of acne lesions.
2. Acne severity grading model: grade the overall acne severity of the input image
using IGA scale.

e A

‘ +| Feature maps >
RPN —Region | | >

ResNet-50 model Proposal Network
ROI Pooling and
Full ted 1 '
— it Output image with
ut image P . . : 2
St \ Acne Object Detection model using Faster R-CNN / aeng objest precictions

Grading (0-4). GA:? Se\-‘er:ityl Count of each acne ]

Example 2 TR e type
P using LightGBM J

Figure 2. Pipeline of acne lesion object detection and acne severity grading system with
two main steps: acne object detection and acne severity grading. The output of the acne
object detection model was used as input to the acne severity grading model.

The architecture of the system is shown in Figure 2. The output of the acne object
detection model, more specifically, the numbers of each acne type, was used as input for
the acne severity grading model. In this way, our system mimics the acne severity grading
process of dermatologists in which the number of blackheads/whiteheads,
papules/pustules, nodules/cysts, and acne scar lesions were first estimated followed by
applying the IGA scale rules shown in Table 3. As an advantage of this approach, the
result is easy to interpret. Acne objects are detected and marked by bounding boxes.
Different acne types have different bounding box colors. Acne severity is graded based
on the numbers of each acne type. Therefore, the acne severity grade prediction output by
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the system can be easily explained, thus avoiding the black box issue commonly found in
CNN-based classifiers.

Acne object detection model

We chose the Faster R-CNN architecture [20] with the ResNet50 backbone to build
our acne object detection model. The model was trained for 13,000 epochs on an NVIDIA
GTX 2080 with a training time of 2 weeks. A Faster R-CNN is one of the state-of-art object
detection architectures.

Acne severity grading model

We built our acne severity grading model based on the LightGBM algorithm [21], a
tree-based machine learning algorithm. The model input, i.e., the numbers of each acne
type, comes from output of the acne object detection model. LightGBM is a fast, high-
performance machine learning model that has performed well on various machine
learning competitions.

2.3.2. Training model

Acne detection

Training
set

—

Acne severity
classification

Testing Acne detection ]
set
|

Output to input

classification

[ Acne severity ]

Figure 3. Data were divided into a ratio of 70:30 for training and testing.

We divided the dataset into two sets, as shown in Figure 3: a training set and a testing
set with a ratio of 70:30. During the training phase, because information on acne objects,
counts, and severity grades are all available, both models were trained in a parallel fashion
on the training data until convergence. However, during the testing phase, the output of
the acne object detection model was used as the input for the Acne severity grading model.
The acne severity grading model in turn outputs the acne severity grade based on the IGA
scale.

Evaluation metrics

We measured the model performance using two main metrics: the mean Average
Precision (mAP) for the Acne object detection model and the area under the receiver
operating characteristic (ROC) curve - (AUC) for the Acne severity grading model.
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3. Results

3.1. Acne object detection
Table 4. Mean Average Precision of object detection of four acne types

Type of Acne mAP
Blackheads/Whiteheads 0.4
Acne scars 0.44
Papule/Pustule lesions 0.64
Nodular/Cyst lesions 0.68
Average mAP of four types 0.54

To evaluate the performance of the Acne object detection model in detecting acne
objects, we used the mean Average Precision (mAP). Figure 4 details the precision-recall
curve for each acne type. We achieved an average mAP of 0.54 for all four acne types
(Table 4). As shown, mAP for nodule/cyst lesions was the highest at 0.68 and
blackhead/whitehead lesions were the lowest at 0.4.

3.2. Acne severity grading

To evaluate the performance of the Acne severity grading model, we used the AUC.
The ROC curve and AUC of each acne severity grade of 0-4 in the IGA scale are shown in
Figure 5. A normalized confusion matrix and non-normalized confusion matrix of the
Acne severity grading model are shown in Figure 6.

In addition to the AUC, we also calculated the accuracy, precision, recall, and F1
(Table 5). The average accuracy for five grades was 0.85. Figure 7 shows some examples
of input images, the ground truth labeled by dermatologists, and the prediction by our
AcneDet system. The system outputs two main predictions: (1) the location and type of
acne objects in the image, and (2) the acne severity grade of the image. The accuracy in
detecting acne objects and the grading of acne severity both contribute to the overall
performance of AcneDet.
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E E 0.925
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a & 0.900
08751
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0'0 ﬂll 0'2 0‘3 ﬂI° 0.0 01 0.2 03 04
recall recall
Class: Blackheads/Whiteheads (mAP: 0.4) Class” Acne scars (mAP: 0.44)

— Precision | 1.00 — Precision |
0.95 —l/LVH

0.80 1‘

0.0 01 0.2 03 0.4 0.5 0.6 o7 0.0 0l 02 0.3 0.4 0.5 0.6 0.7
recall recall

Class: Papule/Pustule lesions (mAP: 0.64) Class: Nodule/Cyst lesions (mAP: 0.68)

precision

precision
| 4
0
8

|
@
&

Figure 4. Precision-recall curve of object detection of four acne types.
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Figure 5. ROC-AUC diagram of the Acne severity grading model

Table 5. Precision, recall, F1 score and accuracy of acne grading model

Grade of IGA scale Precision Recall F1

0 0.77 0.63 0.70

1 0.92 0.90 0.91

2 0.72 0.77 0.75

3 0.60 0.61 0.60

4 0.65 0.87 0.74
Accuracy 0.85

‘ Normalized confusion matrix

‘ Confusion matrix, without normalization

06

Fue label
Fue label

Predicted label

Predicted label

00

Figure 6. Confusion matrix with and without normalization on test set
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Original
Images

Labeled by
Dermatologists

Predicted by
AcneDet

Grade 2 Grade 3

Grade 1

\ Grade 0

Figure 7. Comparison of predictions by AcneDet with ground truths labeled by
dermatologists.

4. Discussion

We believe that skin image analysis algorithms will play an important role in future
dermatology where dermatologists will likely be supported by Al systems during the
diagnosis and treatment processes. Patients will also benefit from information provided
by highly accurate skin image analysis algorithms. Acne is one of the most common skin
conditions, affecting 9.38% of the world population, and can cause serious effects,
including psychological effects and the quality of life. In this study, we developed an Al
system called AcneDet that can automatically detect acne lesion objects and grade acne
severity with a high level of accuracy.

Table 6. Compare the mAP in detecting acne objects obtained in our study and in previous
studies.

Authors Acne Types Number of acnes Model mAP
Type I, Type 11, Postinflammatory ) } .
Kuladech et al. [10] erythema, Postinflammatory 15917 Faster R-CNN, - Faster R C!\IN' 0.233
h - R-FCN R-FCN: 0.283
hyperpigmentation
Kyungseo Min et al. [22] General Acne (not classification) 18983 ACNet 0.205
Proposed method Blackheads/Whiteheads, Papules/Pustules, 41859 Faster R-CNN 0.540

Nodules/Cysts, and Acne scars
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For the acne lesion object detection task, we used a Faster R-CNN architecture to
build our model trained on a dataset of 41859 acne objects. The Faster R-CNN performed
reasonably well with an average mAP for all four acne types of 0.54. This mAP is higher
than the previous results of Kuladech et al. [10] and Kyungseo Min et al. [22]. Kuladech’s
study trained an R-FCN model on a dataset of 15,917 acne images and achieved mAP of
only 0.283. In addition, Kyungseo Min's study trained a ACNet model that was composed
of three main components, composite feature refinement, dynamic context enhancement,
and mask-aware multi-attention on the ACNE(04 dataset with 18,983 acne images. They
achieved an mAP of only 0.205. Moreover, the study did not differentiate acne type. A
comparison between our approach and the aforementioned methods is shown in Table 6.

It is noteworthy that our Al system was trained on a dataset with a larger number of
acne objects. Regarding the acne types, the number of acne types in our study is the same
as in Kuladech’s study, i.e., four, and is higher than in Kyungseo Min’s study. Our high
mAP in acne object detection in combination with our two models and two stages
approach results in a high accuracy of our acne severity grading. Note that, although the
number of nodule/cyst lesions in our dataset is extremely small (only 0.67% of the total
number of acne lesions), our model was able to detect nodule/cyst lesions with an mAP
of 0.68. This can be explained by the fact that nodule/cyst lesions often have an extremely
distinct color (usually red) and a substantially larger size. Thus, our model can learn to
recognize them better. By contrast, whereas the number of acne scars accounts for 55.46%
of the total number of acne objects, the mAP was only 0.44. We attribute this to the fact
that most of the acne scars are small with a color not much different from the surrounding.
Therefore, although the training examples of acne scars are abundant, the model had a
hard time learning to recognize them. We believe the same cause applies to
blackhead/whitehead lesions, which accounts for 37.47% of the total number of acne
objects but has the lowest mAP of 0.4.

Table 7. Comparison of accuracy in grading acne severity obtained through our study
and in previous research.

Authors Acne severity scale Number of images Model Accuracy
Sophie Seite et al. [17] GEA scale 5972 0.68
Developed based on
Ziying Vanessa et al. [23] IGA scale 472 DenseNet, Inception v4 and 0.67
ResNet18

Classified according to the Chinese
Yin Yang et al. [18] guidelines for the management of 5871 Inception-v3 0.8
acne vulgaris with 4 severity class

1572

Proposed method IGA scale LightGBM 0.85

To grade the acne severity of the acne, we used the output of the Acne object
detection model, specifically the number of each acne type, as input for the LightGBM-
based acne severity grading model. Using this approach, we achieved an average accuracy
of 0.85 for all five grades. The accuracy of our acne severity grading model is compared
with the accuracy of previous studies in Table 7. The results show that our model achieved
a higher accuracy than that of previous studies. More specifically, in comparison to the
0.67 accuracy reported by Ziying Vanessa et al., who also used the IGA scale [23], our
accuracy of 0.85 is significantly higher. There is a significant imbalance in our dataset with
the number of grade 3 (moderate) and grade 4 (severe) images, which are quite small, at
83 (5.28%) and 34 (2.16%), respectively. This reflects the scarcity of these two grades within
the population. Because these two grades can have serious effects on patients, accurately
grading them is important. Our system achieved acceptable F1 scores for these two
grades, with grades 3 and 4 having F1 scores of 0.60 and 0.74, respectively. In the future,
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we plan to collect more images of grades 3 and 4 to further improve their grading
accuracy.

Notably, the images used in our study were collected through smartphones.
Therefore, they are lower in quality and less clinically informative than images obtained
through digital cameras or a dermatoscope, making their analysis more challenging.
However, we were able to achieve an average mAP of 0.54 and an accuracy of 0.85, which
are higher than those of previous studies, which is a good foundation for future studies.
Given the high number of people with acne, the shortage of dermatologists, and the
popularity of smartphones, an Al that can quickly and accurately analyze smartphone-
captured facial images to inform users about their acne conditions would be extremely
useful. Through this study, we hope to contribute to the development of accurate
algorithms for analyzing the skin conditions of patients and supporting doctors in
diagnosing diseases more quickly and accurately.

5. Conclusions

In this study, we developed an Al system called AcneDet for acne object detection
and acne severity grading using facial images captured by smartphones. The AcneDet
system consists of two models for two different tasks: an acne object detection model
using Faster R-CNN-based deep learning and an acne severity grading model based on
LightGBM machine learning. Four types of acne could be detected:
blackheads/whiteheads, papules/pustules, nodules/cysts, and acne scars. The test results
show that the acne object detection model achieved an average mAP of 0.54. The output
of the acne object detection model was used as input for the acne severity grading model,
which achieved an accuracy of 0.85. In the future, we plan to collect more data to improve
the mAP and accuracy of the system. We also plan to apply semi-supervised and
unsupervised learning techniques to reduce the labeling workload.
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